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Abstract

As the traditional Moore’s Law-driven performance gains have plateaued with the end

of Dennard scaling, computer architects adopted novel design strategies to further improve

performance. This marked a radical shift in the design of next-generation computing sys-

tems, including multi-core processors, accelerators, and heterogeneous systems. Evaluating

the performance of complex, realistic workloads running on these systems poses unique

challenges, particularly due to the long simulation times. Sampling serves as a promising

solution by intelligently selecting the representative subsets of a workload for performance

evaluation. In this thesis, we explore novel methodologies to evaluate the performance of

post-Dennard systems in a fast and efficient way using sampling.

To address these challenges, we first propose LoopPoint – a sampled simulation method-

ology that applies to general-purpose multi-threaded workloads. LoopPoint uses application

loops to demarcate regions that represent the amount of work done. We demonstrate that

LoopPoint reduces the simulation time of large multi-threaded workloads from a few years

to a few hours. In a follow-up work, Viper, we make use of the hierarchical structure of

program execution to select regions of finer granularity suitable for RTL-level simulations.

We show that naive adaptations of SimPoint or LoopPoint may not result in an optimal

sample, as the application periodicity and phases vary among workloads.

Modern architectures often incorporate complex dynamic optimization techniques to

improve system performance gains at runtime. However, prior sampled simulation method-

ologies are incapable of handling the dynamic nature of software and hardware. On this

front, we propose Pac-Sim, which can be used to evaluate dynamically optimized software

and hardware. Pac-Sim performs online analysis and relies on a real-time predictor to deter-

mine detailed simulation regions. This allows Pac-Sim to accurately evaluate dynamically

scheduled applications, accounting for any runtime performance variability.

The increasing computational demand posed by high-performance computing and arti-

ficial intelligence workloads is driving the shift toward heterogeneous architectures. Simula-

tion of future heterogeneous systems is essential in understanding the interactions between

compute components, but full-program simulations are prohibitively time-consuming and

resource-intensive. We propose XPU-Point to select representative regions of heterogeneous

CPU-GPU workloads to enable fast, accurate sampled simulations. XPU-Point significantly

speeds up the simulation of HPC and AI workloads without compromising accuracy.

To summarize, we show that simulation solutions alone are insufficient because of the

significant slowdown observed, and sampling works as an efficient technique to render the

simulation of large workloads tractable. We evaluate a variety of multi-core and heteroge-

neous workloads to develop methodologies that accelerate the performance evaluation and

design space exploration of novel architectures.
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Chapter 1
Introduction

உறƒ° வ¶ேபா½… சா‚கா´ உறƒA MNŠப¶ ேபா½‹ HறŠπ.1

— °றœ: 339

1.1 The Context

Central processing units (CPUs or processors) have long been the cornerstone of com-

puting, responsible for executing instructions and managing system resources. To en-

sure efficient resource allocation and meet the ever-growing computational demands,

accurately estimating the performance of processors is essential. Computer architects

typically rely on microarchitectural simulations to assess system performance metrics

and compare design choices. The processor designs undergo a comprehensive evaluation

of power consumption, performance capabilities, area requirements, and their trade-offs

prior to fabrication.

With the end of Moore’s law [9], computer architects have turned to alternative ap-

proaches to enhance computational capabilities. One prominent strategy involves a

shift towards increasing the core count [10, 11] and embracing heterogeneity in archi-
1(transl.) Death is sinking into slumbers deep; Birth again is waking out of sleep. — Kural: 339



2 Introduction

tectures [12], complemented by the introduction of several software- and system-level

optimizations aimed at improving performance and power efficiencies [13]. As proces-

sors/systems continue to evolve in complexity and power, accurately assessing their

performance characteristics becomes increasingly intricate. Understanding the workload

for the analysis and performance prediction of future systems is an extremely difficult

task. Workloads may have extremely long run times and are fairly sophisticated with

OS, library, and hardware requirements.

Microarchitecture simulators like gem5 [6] and Sniper [14] are heavily used to estimate

the performance of real-world workloads on a new processor design. The purpose of these

simulations is to evaluate the performance of a proposed architecture, identify potential

bottlenecks, and improve the efficiency of the hardware design before it is implemented

in physical hardware. However, simulators are orders of magnitude (typically, 10, 000×

or more [6]) slower as compared to native execution. This challenge is further exac-

erbated by the increasing complexity of modern architectures, which necessitates the

development of efficient performance evaluation techniques. The focus of this thesis is

to address this critical gap by proposing novel workload sampling methodologies that

enable fast and accurate performance evaluation of future systems.

1.2 Challenges Involved

For several decades, Moore’s law, coupled with Dennard scaling [15], fueled exponential

performance gains in single-core processors. This trend is reflected in the significant

performance gains observed for SPECint and SPECfp benchmarks as shown in Fig-

ure 1.1. However, as Dennard scaling reached its physical limits, the industry shifted

its focus to multi-core and heterogeneous architectures. This effectively extended the

performance gains predicted by Moore’s Law but also necessitated the development of

entirely new techniques and infrastructures to accurately evaluate system performance
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Figure 1.1: The normalized single-core performance scores of (a) integer and (b)
floating-point SPEC CPU benchmarks on various processors over the last 30 years.
Performance is measured using scores derived for each processor from the follow-
ing SPEC CPU benchmarks: SPECint1995, SPECfp1995, SPECint2000, SPECfp2000,
SPECint2006, SPECfp2006, SPECint2017, and SPECfp2017. The data is collected from
spec.org [1].

in the post-Dennard era.

The widening performance disparity between microarchitecture simulators and the sys-

tems they model necessitates exploring alternative simulation techniques. Cycle-accurate

full-system simulation, while invaluable for design verification and performance analy-

sis, becomes increasingly time-consuming for multi-core architectures and heterogeneous

CPU-GPU architectures. GPUs, characterized by their numerous execution units with a

large number of threads, can lead to significant slowdowns when simulated on traditional

CPUs [7, 16]. For example, the detailed simulation of SPEC CPU2017 benchmarks may

take months to years, whereas that for the heterogeneous CPU-GPU applications in the

SPEChpc 2021 benchmark suite may take decades, as shown in Figure 1.2. Sampled sim-

ulation is considered a sophisticated solution to making these extremely long simulation

times tractable. This technique employs program analysis to determine representative

regions of an application for detailed simulation. Sampled simulation methodologies ex-

ploit the well-established correlation between executed code and program performance,

https://spec.org/
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Figure 1.2: The estimated wall-clock times (in seconds) for the full simulation of multi-
threaded (eight OpenMP threads) SPEC CPU2017 benchmarks and SPEChpc 2021 Tiny
benchmarks (rank=1) using Reference inputs. The benchmarks were compiled with the
Intel oneAPI toolchain. We assume the simulation speed of gem5 (CPU portion) and
AccelSim (GPU portion) to estimate the wall times based on the instruction counts of
the benchmarks.

as shown in prior research [17, 18].

While there are a number of solutions proposed for sampling single-threaded [2, 19, 20,

21, 22, 23, 24, 25, 26, 27], multi-program [28], and multi-process [29, 30] applications to

accelerate simulation, these techniques are not deemed extensible for multi-threaded and

heterogeneous workloads. Multi-threaded applications tend to synchronize the threads

at certain points during execution and shared memory accesses, presenting a unique

challenge [31]. This challenge is particularly evident in heterogeneous systems, where

diverse compute units are closely integrated. In such cases, representing the amount of

work done by the threads or compute units in terms of instructions per cycle (IPC), as

shown to work for single-core performance, may lead to inaccurate measurements. It is

also challenging to accurately capture or represent the execution pattern of the compute

units, as the exact timing of each compute core can vary greatly.

Existing techniques for the sampled simulation of multi-threaded applications either do

not provide significant speedups to be practical (Time-Based Sampling techniques [32,
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33] can show less than 10× speedup as compared to fully-detailed simulation) or apply

only to particular synchronization types (BarrierPoint [34] for barrier-based workloads).

A solution is needed that both supports generic multi-threaded applications, irrespective

of the synchronization primitives used, as well as allows for fast evaluation.

Most of the prior research on sampled simulation assumes the system to be static. How-

ever, modern hardware improves its performance and power efficiency by changing the

hardware configuration, like the frequency and voltage of cores, according to a num-

ber of parameters such as the technology used, the workload running, etc. Techniques

such as dynamic voltage and frequency scaling (DVFS) [35, 36, 37], dynamic cache

reconfiguration [38, 39, 40], TurboBoost [41], etc., have been developed to adjust the

hardware state in response to executed instructions and active processes. Additionally,

dynamic scheduling techniques [42] have been developed for multi-threaded applica-

tions. To quickly estimate the performance of multi-threaded applications running on

next-generation dynamic hardware and software, a sampled simulation methodology is

needed that can dynamically adapt to changes in the system at runtime while accurately

determining relevant performance metrics.

The profound increase in the demand for high-performance computing (HPC) resources

in recent years has driven the widespread adoption of heterogeneous architectures, such

as CPU-GPU systems [12]. However, evaluating the performance of these systems poses

a significant challenge due to the lengthy simulations involved. While some efforts have

addressed these challenges for specific workload classes [43, 44], they are often rigid with

respect to region selection and can limit the overall simulation speedup when regions

are large. Existing sampled simulation techniques for GPU kernels [16, 45, 46] may not

represent an accurate performance estimate of the entire system in such cases. This

highlights the need for techniques specifically designed for heterogeneous applications.
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1.3 Simulation of Multi-core Systems

We aim to solve the challenges related to multi-threaded applications and propose a novel

sampled simulation technique, which is both agnostic to the type of synchronization

primitives used and scales by the similarity exhibited by the application. We proposed

LoopPoint [8], a generic multi-threaded sampled simulation methodology that utilizes

application loops to represent the amount of work done by the threads. LoopPoint

combines several vital features, including (a) repeatable, up-front application analysis,

(b) a novel clustering approach to take into account run-time parallelism, and (c) the use

of loop-based simulation markers to divide the work into measurable chunks, even in the

presence of spin-loops. LoopPoint chooses representative regions within a multi-threaded

application that serve as checkpoints, allowing parallel simulation. These checkpoints

can reproduce the performance of the original application and can significantly reduce

simulation runtime compared to prior works.

LoopPoint considers loop-based regions demarcated by loop entries, allowing for re-

peatable regions. By monitoring the amount of work as represented by loops and not

instructions or barriers, we can isolate multi-threaded application representatives and

understand the amount of global work completed. LoopPoint enables synchronization-

agnostic application sampling for multi-threaded workloads while still scaling the amount

of work based on the representative nature of the application. The methodology has

been adapted to widely used microarchitecture simulators like gem5, Sniper, etc., as

well as in the industry. We released the representative checkpoints (as x86 executables

or ELFies [47]) of a subset of SPEC CPU2017 benchmarks for the public to use.

While sampling techniques like BarrierPoint and LoopPoint improve the efficiency of mi-

croarchitectural simulations, the granularity of the identified regions may not be suitable

for achieving comparable speedups at the RTL level. Recent works [48] attempted to
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adapt prior solutions like SimPoint [20] for RTL-level simulations on Verilator [49] using

smaller region sizes aiming to improve simulation efficiency, which, however, resulted in

accuracy that is typically not acceptable. The result is that it is currently infeasible to

evaluate the performance of large workloads on the RTL level. While FPGA simulation

infrastructures, such as Firesim [50], offer a faster alternative for simulation, FPGAs are

specialized devices with inherent limitations in terms of memory capacity and process-

ing units. Therefore, it is often not possible to fit large, realistic processor models on

FPGAs.

This highlights the need for developing specialized workload sampling methodologies

that can be flexibly applied to both microarchitecture-level and RTL-level simulations.

These methodologies should support finer region granularities that align with the dy-

namic phase behavior exhibited by the application. Previously proposed workload sam-

pling methodologies typically rely on fixed-length intervals for analysis, which can often

be out of sync with the periodicity of program execution. Since an application’s phase

behavior [17, 51, 52] is strongly correlated to the code it executes, it can exhibit a hi-

erarchy of phase behaviors that can be observed at various interval lengths, rendering

conventional sampling techniques inadequate. By tailoring the sampling approach to

capture the specific characteristics and phases of the workload, more accurate and ef-

ficient sampled simulations can be performed at both the microarchitecture and RTL

levels. We proposed Viper to determine the simulation regions more systematically,

which resulted in shorter simulation regions better suited for RTL simulations. Utilizing

the innate program structures instead of fixed-length intervals allows for flexible region

sizes that are more likely to be aligned with the application periodicity, thereby reducing

the possibility of aliasing.

High-performance, multi-core processors are the key to accelerating workloads in sev-

eral application domains. To continue to scale performance at the limit of Moore’s Law
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and Dennard scaling, software and hardware designers have turned to dynamic solutions

that adapt to the needs of applications in a transparent, automatic way. In such cases,

profile-driven sampling methodologies may result in different performances for each exe-

cution. With this level of dynamism, it is essential to simulate next-generation multi-core

processors in a way that can both respond to system changes and accurately determine

system performance metrics. Currently, no sampled simulation platform can achieve

these goals of dynamic, fast, and accurate simulation of multi-threaded workloads.

We proposed Pac-Sim, which is designed for fast and efficient simulation of multi-

threaded applications without the need for any up-front application analysis and al-

lows for the simulation of dynamically scheduled multi-threaded applications even in the

presence of runtime hardware events – this was not possible with previously proposed

sampled simulation methodologies. Pac-Sim includes an online sampling and decision-

making phase based on predictions that rely on previously executed code, thereby com-

pletely eliminating the need for offline profiling. We incorporate application analysis

to guide sampled simulations, similar to SimPoint-like [20] methodologies but with-

out the need for upfront pre-processing, as seen in SMARTS-like [2] methodologies.

Pac-Sim makes intelligent simulation decisions through online learning and implements

lightweight online profiling, clustering, and warmup techniques for optimal performance.

Moreover, the proposed methodology can accommodate hardware state changes, soft-

ware features, and other factors that affect simulation results.

1.4 Simulation of Heterogeneous Systems

The prevalence of CPU-GPU architectures in heterogeneous computing arises from their

ability to address the evolving demands of modern workloads, coupled with their well-

established programming models. GPUs have emerged as the most widely used general-

purpose accelerators in modern data centers [53] and supercomputers [54] that accelerate
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massively parallel big data analysis [55, 56] and machine learning [57, 58] workloads.

While previous works have investigated characterizing workloads that consist of CPU

components [2, 20, 30, 32, 34] and GPU [45, 46, 59, 60] components independently, as well

as their comparative analyses [61], hybrid solutions that support analysis and workload

reduction for multiple types of heterogeneous workloads, from CPUs, GPUs, and even

custom hardware accelerators (like FPGAs), have not yet been investigated. Given

the importance of these workloads, from HPC systems to data center use, simulation

of heterogeneous workloads is key to understanding the interactions between compute

components and how their interactions can affect overall runtime performance.

We proposed XPU-Point, a unified sampling methodology for heterogeneous workloads

that can accurately (a) understand the workloads running on heterogeneous systems

to (b) build a representative sample for the fast and accurate performance analysis of

the workloads. We also (c) estimate the accuracy of the proposed sampling methodol-

ogy. XPU-Point proposes a comprehensive methodology for the sampled performance

evaluation across a broad spectrum of real-world workloads, from scientific simulations

to artificial intelligence on heterogeneous CPU-GPU architectures. This enables com-

puter architects and performance researchers to quickly estimate the performance of

long-running, heterogeneous workloads using sampled simulation, which was not possi-

ble before. While the primary focus of XPU-Point is to enable sampled microarchitecture

simulation, its methodology can be adapted to broader performance analysis and char-

acterization of several classes of heterogeneous workloads.

1.5 Validation of Selected Sample

Workload sampling can significantly speed up the simulation performance, assuming

the regions of interest (ROIs) or the representative sample found can be proven to

accurately represent the behavior of the full workload. One standard way to validate
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the representativeness [62, 63, 64] of the ROIs is to measure the sampling error, which is

the difference in the performance of the full workload and the extrapolated performance

using the ROIs. The performance is typically obtained through detailed simulations [65].

However, the simulation of long-running workloads is infeasible, taking months to years.

We propose ROIperf, a framework that validates the ROIs selected using workload sam-

pling methodologies. ROIperf leverages the native hardware performance counters [66]

by evaluating both the full workload and its representative regions on real hardware

systems. This approach ensures the validation of ROIs through the performance mea-

surement on real hardware instead of simulation. The methodology is particularly ben-

eficial for long-running programs for which the prevailing simulation-based validation

techniques are infeasible. While this technique does not allow for the performance esti-

mation of future hardware (where timing simulation is needed), this path enables one to

evaluate if the selected ROIs are representative and, therefore, can be used to determine

the overall performance characteristics of the workload accurately. We demonstrate the

efficacy of ROIperf by evaluating various sample selection methodologies across a wide

range of workloads. ROIperf achieves a significant speedup in validating regions selected

for simulation.

Table 1.1: Table summarizes the methodologies proposed in this thesis. We categorize
the methodologies into two main groups: Sample Selection and Validation. The table
also identifies the Analysis Type used by each methodology. Notably, some methodologies
require an upfront analysis or profiling phase to extract application-specific characteris-
tics. Additionally, the table indicates the primary applicability of the methodology.

Methodology Analysis
Type Primary Applicability

Sample
Selection

LoopPoint Statically scheduled multi-threaded applications
Viper Multi-threaded applications on RTL-level simulators
Pac-Sim Dynamically scheduled multi-threaded applications
XPU-Point Heterogeneous CPU-GPU applications

Validation ROIperf Single-threaded and multi-threaded applications

Online Profiling Offline Analysis Offline Profiling
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1.6 Thesis structure

The rest of this thesis is structured as follows. The background and prior work on per-

formance evaluation techniques, sampling, and simulation are reviewed in Chapter 2.

The next five chapters present the primary contributions (summarized in Table 1.1)

of the thesis. We present the motivation, methodology, and results of the LoopPoint

sampled simulation methodology in Chapter 3. We introduce Viper methodology, which

enables faster RTL-level simulations, in Chapter 4 and present our live sampled simu-

lation methodology, Pac-Sim in Chapter 5. In Chapter 6, we present the XPU-Point

methodology for the accurate sample selection in heterogeneous CPU-GPU workloads.

We introduce a novel technique ROIperf to validate the regions of interest identified

by workload sampling methodologies in Chapter 7. Finally, we conclude the thesis in

Chapter 8 with a summary of thesis contributions and present the future directions.





Chapter 2
Related Work

The purpose of computing is insight, not numbers.

— Richard Hamming

In this chapter, we will review the related work for contributions to this thesis.

2.1 Workloads and Analyses

The SPEC CPU benchmarks suite is the de facto benchmark for evaluating the per-

formance of processor designs. It includes a wide variety of applications, such as 3D

rendering, biomedical imaging, and electronic design automation. These benchmarks

are designed to intensively exercise different aspects of a processor, including the front-

end (instruction fetch, branch prediction), the back-end (retirement, function units), and

the memory subsystem (cache hierarchy, prefetching). These benchmarks have large dy-

namic instruction counts in the order of trillions of instructions, which severely affects

the simulation time of detailed performance simulators. Nair et al. [67] studied the phase

behavior of SPEC CPU2006 and SPEC CPU2000 benchmarks and identified simulation

points using SimPoint. Similarly, the single-threaded version of SPEC CPU2017 has been

studied [68, 69]. Several workload characterization techniques are proposed to categorize
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benchmarks into subgroups that exhibit similar behaviors. Hoste et al. [70] demonstrated

that workloads may behave similarly on one microarchitecture but drastically different

on others, motivating the need to profile benchmarks in microarchitecture-independent

ways. They proposed characteristics such as the register-dependent distance, branch

predictability, instruction mix, and data stream working-set size to capture the intrinsic

software behaviors. Shao et al. [71] further introduced ISA-Independent characteriza-

tion, pointing out that specialized architectures are unconstrained by the conventional

instruction set semantics that are presumed by the microarchitecture-independent char-

acterization. They showed that their techniques are useful to rule out ISA-dependent

characteristics such as the register spilling effect and provide insights for hardware spe-

cialization. Alameldeen et al. [72, 73] demonstrated the problems of non-determinism

with multi-threaded workloads. They showed that small timing variations in the soft-

ware or the operating system can affect the process scheduling and execution path of the

program, resulting in false conclusions during design explorations. Alameldeen et al. [31]

also demonstrated that IPC can be a poor performance indicator, leading to inaccurate

estimation of speed-ups in terms of the actual run time of the programs as they may not

reflect useful work done. For example, spin-lock loops can contribute to misleading IPC

increase, and enhancements to instruction sets can decrease IPC even as performance

improves.

2.2 Characterizing Program Execution

A basic block is a sequence of instructions that has single entry and exit points with no

branches or jumps within the sequence. A basic block vector (BBV) is a data structure

that represents a set of basic blocks, storing counts for each executed basic block, and

forms a fingerprint of a region’s execution. It provides a compact representation of

the program’s control flow. Typically, BBVs are collected at regular intervals during
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the program execution. Each of these BBVs represents a region of an application that

correlates to region performance [18]. BBVs provide information about how the program

execution behavior changes over time.

LRU stack distance is the number of distinct cache accesses between consecutive accesses

of the same data item [74]. LRU stack distance vectors (LDVs) are data structures that

are used to keep track of the LRU stack distances. LDVs consist of integers associated

with each cache line, representing the number of cache lines accessed between the current

cache line and its most recent access. Shen et al. [75] showed that LDVs can be used to

characterize program behavior. While BBVs focus on analyzing control flow patterns,

LDVs provide insights into memory access patterns and cache behavior. By combining

BBVs and LDVs, a more comprehensive understanding of program behavior can be

achieved [34].

2.3 Sampling Single-threaded Workloads

SimPoint [20] uses basic block vectors (BBVs) as unique signatures to represent instruc-

tion streams with fixed or variable length intervals based on the fact that code sections

that perform similar workloads should traverse similar sequences of basic blocks. The

BBVs are then clustered using the k-means clustering [76] algorithm to identify the

number of phases within the application. A representative region is selected from each

cluster that is assigned a weight proportional to the number of regions that belong to

the cluster. The SimPoint methodology was extended to support x86 applications in

PinPoints methodology [24, 77] using Pin for the BBV generation. However, SimPoint

did not account for performance differences between similar instruction streams due to

micro-architecture and hardware differences, such as the cache states and clock frequency

changes, let alone thread interactions in multi-threaded workloads. SMARTS [2] pro-

posed a systematic sampling framework that simulated programs by alternating among
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fast-forward, warm-up, and detailed simulation phases and obtaining IPC samples for

each detailed simulation. The program IPC can then be estimated with high confidence

using statistical methods. However, it can only be used to estimate the overall IPC

of the program, but not the IPC trace throughout the program execution. Another

work on software phase markers [26] uses loops to determine simulation regions but is

limited in that they only provide support for single-threaded applications using phase

markers denoting phase changes. LiveSim [27] is another simulator that uses statistical

sampling with confidence levels to estimate IPC. They extended the framework by using

in-memory checkpoints at sample regions to enable interactive simulations. pFSA [78]

uses hardware virtualization to spawn processes that fast-forward to regions of interest

(ROIs) at near-native speed and perform detailed simulations in parallel. They also

proposed a novel cache warm-up technique based on estimating the error induced by

insufficient cache warming.

2.4 Sampling Multi-threaded Workloads

Ekman et al. [79] propose a methodology to reduce the number of simulation points

using a matched-pair comparison method to estimate the full application performance.

SimFlex [30] extends SMARTS methodology to support multiprocessor applications with

an increased sample length. SMARTS and SimFlex use random sampling, and there-

fore, the samples are not necessarily representative. Perelman et al. in [52] extend the

Simpoint methodology to use for phase analysis of multi-threaded workloads. COT-

Son [80] targeted the full software stack and complete hardware models to ensure both

high performance and accuracy. Time-based sampling methodologies [32, 33] introduced

a generic simulation framework for multi-threaded applications based on the progressed

time rather than instruction count. However, this bounded the total simulation time to

the length of the program execution, not the structures of the program. Both SimFlex
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and Time-based Sampling did not exploit knowledge from the software, such as barriers,

tasks, and loops, which allowed us to break down programs into representative regions

in an informed way. BarrierPoint [34] and TaskPoint [43] leveraged the structures in

multi-threaded programs by using barrier synchronization primitives and tasks in the

task programming paradigm as the units of work, respectively. This allowed automatic

identification of regularities in the software because of the intentions of these software

primitives. However, these methods rely on particular programming paradigms, which

limits their generalities.

2.5 Sampling GPU Workloads

GTPin [81] is an ahead-of-time (AOT) instrumentation tool for workloads that run on

Intel GPUs. In AOT instrumentation, the binary is modified to insert monitoring or

profiling code before the actual execution. Leveraging GTPin, Kambadur et al. [59] pro-

posed a solution to sample workloads running on Intel GPUs. They utilize kernel names,

arguments, and basic block entries to select representative regions of the GPU programs

at a kernel-level granularity. Yu et al.[82, 83] propose a SimPoint-like strategy to detect

representative loops that can be used to extrapolate kernel performance. TBPoint [45]

uses BBVs and other kernel-specific features to identify representative kernels, whereas

Principal Kernel Analysis (PKA) [46] monitors the IPC difference between sampling

units to determine the regions to fast-forward. Both TBPoint and PKA enable the sam-

pled simulation of GPU workloads at both the inter- and intra-kernel levels. Sieve [60]

extends on prior works to show that using the kernel name and instruction count allows

for better sample selection. Photon [16] utilizes GPU Basic Block Vectors (BBVs) for

inter-kernel and intra-kernel workload sampling, resulting in significant improvement in

sampling accuracy compared to previous approaches.
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2.6 Analytical Modeling

Eyerman et al.[84] proposed a model to divide the dynamic instruction stream into

long-latency miss events, such as branch mispredictions and cache misses that limit

the scope of Out-of-Order behaviors. Each interval of the instruction stream can then

be characterized by an analytical latency model based on interval length and latency

type, and the overall performance can be reconstructed from these discrete intervals.

RPPM [85] used multiple performance indicators such as the number of instructions,

branch entropy, and long-latency loads to project single-threaded performance. It also

takes into account synchronization overheads by identifying critical paths to project

multi-threaded performance. However, the fixed mathematical formulation prohibited

the opportunity to estimate the performance of future hardware that has not been seen

before, which requires different analytical formulations. Statstack [86] is proposed to

estimate the cache miss ratio of a fully associative cache with LRU replacement policy. It

uses reuse distance samples (RDS) - the number of memory references between successive

same cache line accesses - to estimate the stack distance distribution. This allows the

cache miss ratio to be accurately estimated for a wide range of cache sizes and programs.

Linear branch entropy [87] is proposed to model the branch miss rate of any branch

predictor by finding a linear relation between the branch entropy and the sampled branch

miss rate per configuration of a branch predictor.

2.7 Warmup Techniques

There are primarily three kinds of warmup techniques: statistical warming, checkpoint-

based warming, and functional warming. Statistical warming techniques reconstruct

the cache state by collecting all the memory access information. For example, Memory

Reference Reuse Latencies (MRRLs) [88] records the number of instructions between
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consecutive references to each unique memory location. Similar to MRRLs, Memory

Time-stamp Record (MTR) [5] and Boundary Line Reuse Latency (BLRL) [89] also

choose to record memory access information but using different methods. MTR records

the snapshot of memory reference patterns, while BLRL considers reuse latencies across

the boundary line of the pre-sampled and the sampled regions. Unlike prior works,

DeLorean [90] collects only a selected number of key reuse distances to speed up the

statistical warming. CoolSim [91], on the other hand, uses virtualized fast-forwarding to

speed up the performance of collecting memory reuse information. Memory Hierarchy

State [92] is a checkpoint-based warmup technique that saves the state of all the major

microarchitecture components into a touched memory image (TMI) that decreases the

cost to load and store this data.

2.8 Simulation Infrastructures

Gem5 [6] is a cycle-accurate simulator that models CPU pipelines and cache protocols

in fine granularity. However, running large multi-core benchmarks is slow due to their

detailed models. Sniper [14] and ZSim [93] are fast multi-core simulators that use binary

instrumentation to speed up functional simulations. Sniper pipes program execution

traces from the binary instrumentation to its modeling backend for detailed modeling of

various micro-architecture components. This gives Sniper high modularity and flexibil-

ity for employing different modeling strategies at different granularities. ZSim proposed

a two-phase parallelization technique to speed up simulation and used user-level virtu-

alization to enable fast simulation for thousands of cores. While ZSim can provide high

simulation throughput, instruction schedules need to be computed up-front, and apart

from memory hierarchy changes, it does not provide the capability to adjust these sched-

ules at run time. RTL-level simulators are used to simulate and verify the behavior of

digital circuits described at the Register Transfer Level (RTL). Among the most widely
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used RTL simulators are Verilator [49] and VCS [94].

There are several GPU simulators and heterogeneous CPU-GPU simulators available.

GPU simulators are extremely slow [7] as compared to the real execution, as they run

on the CPU, which typically has fewer cores than the GPU being simulated. Trace-

driven GPU simulators, such as MacSim [95], execute functionally generated traces with

a timing model to generate the performance results. Execution-driven GPU simulators,

such as Multi2Sim [96], gem5-gpu [97], MGPUSim [98], gem5 APU [99, 100] and GPG-

PUSim [101], directly execute the binary for performance simulation. Simulators like

Accel-Sim [7] and NVArchSim [102] support both execution- and trace-driven simula-

tion modes. Among these simulators, Multi2Sim, gem5-gpu, MacSim, and gem5 APU

support the simulation of heterogeneous CPU-GPU workloads.

2.9 Synthetic Workload Generation

Synthetic workload generation techniques involve creating lightweight workload clones

that mimic the behavior of real-world applications. These synthetic clones are typically

used in studies related to performance evaluation and benchmarking. MAMPO [103] is a

multithreaded synthetic power virus generation framework targeting multicore systems.

It uses a genetic algorithm to search for the best power virus for a given multicore system

configuration. SynchroTrace [104] is a trace-based multi-threaded simulation method-

ology that accurately replays synchronization- and dependency-aware traces for chip

multiprocessor systems. SynchroTrace achieves this by recording synchronization events

and dependencies in the traces, allowing for the replay on different hardware platforms.

GPGPU-Minibench [83] captures the execution behavior of existing GPGPU workloads

in a profile, which includes a divergence flow statistics graph (DFSG) to characterize the

dynamic control flow behavior of a GPGPU kernel. G-MAP [105] statistically models

the GPU memory access stream locality by considering the regularity in code-localized
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memory access patterns and the parallelism in the execution model to create miniatur-

ized memory proxies. Mystique [106] is yet another technique that generates benchmarks

from production AI models by leveraging PyTorch execution traces. Ditto [107] focuses

on synthesizing workloads for data centers mimicking traditional CPU performance be-

haviors, like branch mispredictions, cache miss rates, and IPC. However, these techniques

may not be applicable to all workload studies involving cache compression or prefetching.

2.10 Checkpointing Techniques

Checkpointing is a technique used to save the state of a system at specific points in time.

Architectural checkpoints preserve the software-visible state, including the register files

of cores, memory, and I/O device states. Widely used emulators like QEMU [108] and

Simics [109] are used to maintain these states. Microarchitectural checkpoints capture

the states of components such as pipelines, caches, branch predictors, and TLBs.

ELFies [47] are user-level executable checkpoints for regions of interest. Extracted from

deterministic replays of the full-program recording used for profiling, ELFies inherently

capture the initial state of the ROI as observed during profiling. This significantly

reduces the impact of non-repeatability, as it only affects the native execution of the

ELFie itself, not the entire program execution leading up to and within the ROI. How-

ever, imprecise reconstruction of the operating system state during ELFie creation can

lead to system call failures or unpredictable execution behavior. These discrepancies

can introduce deviations from the original execution and potentially cause application

failures.

MINJIE [48] is an open-source platform that integrates a set of tools for pre-silicon

validation, verification, etc. MINJIE provides an instruction set interpreter/emulator

called NEMU, which is used for checkpoint generation. The checkpoints are restored

later to simulate them in parallel on Verilator [49].





Chapter 3
LoopPoint: Checkpoint-driven Sampled
Simulation for Multi-threaded Applications

Truth... is much too complicated to allow for anything but

approximations.
— John von Neumann

In this chapter, we introduce a novel sampling technique for multi-threaded applications
called LoopPoint, which is both agnostic to the type of synchronization primitives used
and scales by the similarity exhibited by the application. LoopPoint combines several vital
features, including (a) repeatable, up-front application analysis, (b) a novel clustering ap-
proach to take into account run-time parallelism, and (c) the use of loop-based simulation
markers to divide the work into measurable chunks, even in the presence of spin-loops.

3.1 Introduction

Sampling is a well-known application workload reduction technique that traces its roots

back decades. From the earliest works [2, 20], researchers have been able to identify reg-

ularity in single-threaded applications and exploit that to sample large applications into
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Figure 3.1: Approximate time to evaluate the performance of multi-threaded bench-
marks with different methodologies. The average result and error bars represent the es-
timated simulation time for all benchmarks in the corresponding suite and input sets, as-
suming infinite simulation resources (the longest simulation region determines the overall
simulation time). Benchmarks were configured with 8-threads and passive OpenMP wait
policy, assuming a total simulation speed of 100 KIPS.

smaller application representatives. Because of the repeated execution of regions with

similar behavior, these techniques have been shown to accurately predict the original

workload behavior, and significantly reduce the simulation time needed [2, 20].

Apart from sampling, researchers have developed a number of complementary techniques

to reduce the overall amount of work required to simulate applications in detail, including

input size reduction [110] and benchmark synthesis [111]. While each technique presents

its benefits and challenges, sampling has emerged as a straightforward way to maintain

the original application characteristics and accurately extrapolate performance while

reducing the overall simulation burden.

With the increasing number of cores in modern processors, multi-threaded applications

can exploit a large amount of compute through task and loop parallelism. Simulating

these large, multi-threaded applications is extremely difficult, even on modern simula-

tors. Ultra-fast FPGA-based simulators [50] require detailed implementations and are

capacity-limited, preventing the simulation of large processors and large parallel systems,
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and fast software-based simulators [14, 93] still require a significant amount of time to

run an entire large, parallel workload to completion. Multi-threaded applications are

inherently difficult to analyze [73] as the threads can go to sleep at any time, threads

interfere with one another, and complex behavior emerges from regular application pa-

rameters like misalignment of threads to cores and unequal cache distribution.

Some of the earliest multi-threaded sampling solutions prove effective when the threads

themselves do not synchronize but can still interact with the memory hierarchy [30].

Any amount of synchronization requires thread progress to be measured in time to

track the amount of progress or parallelism in the application. The move towards a

time-based sampling methodology has led to the development of sampling techniques

for synchronizing multi-threaded applications. These techniques [32, 33] describe one of

the first generic sampling solutions for multi-threaded applications. However, the over-

all simulation speed is still bound to the total application length, which dominates the

simulation time of this methodology. Later proposals, in the form of application and

synchronization-specific methodologies [34, 43, 44], exceeded the performance of time-

based sampling and allowed for the simulation complexity to be bound to application

diversity, not application length. Unfortunately, these methodologies are tied to specific

application characteristics (the use of barriers [34] or tasks [43, 44]), and therefore do not

represent a general sampling solution that covers all application types. In fact, as Fig-

ure 3.1 demonstrates, both time-based sampling, and BarrierPoint (when inter-barrier

regions exist to simulate), approach a simulation time of one year to simulate the

sample when considering large, multi-threaded applications. Clearly, current method-

ologies are insufficient for simulating the largest, most realistic benchmarks like the

multi-threaded SPEC CPU2017 with the ref input set.

In this work, we aim to overcome the limitations of these prior works to enable synchronization-

agnostic application sampling for multi-threaded workloads while still scaling the amount
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of work based on the representative nature of the application. To accomplish this goal, we

present the LoopPoint methodology that reduces an application to a few representative

regions, called looppoints, by taking into account several key factors like understanding

(1) where to simulate which requires (1a) an accurate analysis methodology that can

provide for reproducible analysis, and (1b) using a precise clustering mechanism that

partitions the regions to reduce the workload into its representative components. In

addition, our methodology presents (2) how to simulate the regions to allow the appli-

cation to take advantage of the underlying hardware, while not constraining execution

to a deterministic path [72] that might not exhibit true application behavior.

We make the following contributions in this work:

1. A representative simulation region selection methodology called LoopPoint suit-

able for the performance projection of multi-threaded programs (more details on

supported workloads in Section 3.3.11) based on using loop iterations as the unit

of work.

2. A technique to enable multi-threaded sampled simulation by filtering out spin-loops

during region identification, selecting repeatable loop boundaries of a practical

region size, and accurately extrapolating performance characteristics.

3. The development of a process to record a constrained application checkpoint for

accurate analysis and subsequently simulate the workload’s unconstrained behavior

during simulation.

4. A comprehensive evaluation of the LoopPoint methodology to demonstrate the

potential for speedup while maintaining accuracy using the OpenMP-based multi-

threaded subset of SPEC CPU2017 benchmark suite and NAS Parallel Benchmarks

(NPB).

In the following sections of this work, we first provide an overview the LoopPoint method-
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ology, results, and evaluation. In Section 3.2, we detail each of the components needed

for a fast, accurate, and generic multi-threaded sampled simulation. In Section 3.3, we

describe the LoopPoint methodology. We then detail the experimental infrastructure

and setup in Section 3.4, evaluate the LoopPoint methodology in Section 3.5. Finally,

we compare to related work (Section 3.6) and conclude the chapter (Section 3.7).

3.2 Fast and Generic Multi-threaded Simulation Require-

ments

Time-based sampling methodologies [32, 33] present the first workable solution to sample

generic multi-threaded applications. However, the speed-ups achieved (up to 5.8×) using

these methodologies are limited by the need to visit the entire application. To achieve

high speed-up while maintaining accuracy during multi-threaded workload sampling,

we need to consider the inherent application regularity and the amount of parallelism

present in the workload at any particular time. We need to define a unit-of-work that is

suitable to exploit the application regularity and, at the same time, is applicable across

a variety application and synchronization types. The key is the ability to (1) recognize

representative regions in a generic way across multi-threaded workload types, and to

(2) classify these regions considering application parallelism. To this end, we present a

new application sampling methodology called LoopPoint that (a) uses loop iterations as

the main unit of work, (b) utilizes constrained pinballs [77] (user-level checkpoints that

allow for reproducible analysis), (c) employs heuristics to remove synchronization during

analysis, but use them during simulation, and (d) performs unconstrained simulation

of the selected simulation regions allowing for fast and accurate workload evaluation.

Figure 3.2 shows the overall methodology.

Sampling methodologies that rely on instruction counting can perform poorly when

dealing with multi-threaded applications [31]. We demonstrate this by performing a
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Figure 3.2: LoopPoint-based region selection and simulation for multi-threaded work-
loads. The workload is captured for analysis and region selection based on loop infor-
mation. The representative regions are simulated using a checkpoint-driven method as
well as by binary-driven unconstrained way allowing for extrapolation of performance
and other metrics of interest.

naive adaptation of Simpoint [20] for multi-threaded applications of SPEC CPU2017

that use eight threads. With this methodology, the average error in predicting the

runtime of the applications using active wait policy is 25% and as high as 68.44%,

whereas errors for the passive wait policy are as high as 20%.

Previous works like the BarrierPoint [34] methodology use inter-barrier regions as the

unit of work, whereas the TaskPoint [43] methodology applies only to task-based applica-

tions that use task instances as the unit of work. Unfortunately, BarrierPoint, when used

to sample large applications with a small number of barriers, can yield negligible simu-

lation speed-ups. This can be common, especially while sampling realistic workloads for

which the length of inter-barrier regions is a bottleneck. BarrierPoint, therefore, is not

practical for such workloads. Figure 3.1 shows how the instruction count (and there-

fore simulation time) of an inter-barrier region grows with larger input sets of SPEC

CPU2017 and NAS Parallel Benchmarks (NPB) [112] with eight threads. BarrierPoint
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works well for NPB with the A input size [34], but as the input sizes grow, for classes

C, D and E, inter-barrier regions become so large that it becomes impractical to use

BarrierPoint for those input sets. The same is the case with SPEC CPU2017 using ref

inputs.

Instead, LoopPoint uses loop iterations as the unit of work with the goal to apply to

generic multi-threaded programs. The idea of using loop iterations as slices for single-

threaded programs was proposed in [26]. With loop entries as slice boundaries, the

simulation regions can then be specified using a (PC, count) pair for the starting and

ending loop entry for each simulation region. By monitoring the amount of work, as

represented by loops, and not instructions or barriers, we can isolate multi-threaded

application representatives and understand the amount of global work completed. For

multi-threaded programs, one additional constraint is that the loop entries that are

chosen to start and end slices should be those doing meaningful work. Automatically

separating loops doing real work from synchronization can be a daunting task. How-

ever, we can use application knowledge or synchronization mechanism details to filter

out synchronization loops. For example, the Intel OpenMP run-time uses functions in

the libiomp5.so library for synchronization; hence loops from that library should not

be counted towards work done while profiling the application. Alternatively, if the syn-

chronization routines are known before-hand, the code from such routines can likewise

be avoided.

Where to simulate. As detailed cycle-accurate simulation can be time-consuming,

architects and researchers often use sampling to decide where to simulate by choosing

small portions or regions of long-running program executions for simulation. Sampling

requires (a) choosing the regions so that they are representative of the whole program

behavior and (b) projecting the whole-program performance based on the simulation

results of the selected regions. SimPoint [20] is a popular simulation region selection
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approach. It works by dividing the program execution into smaller slices and collecting

an execution signature for each slice. K-means clustering is used to determine phases

from slice signatures. One representative per cluster is then chosen with the weight

corresponding to the cluster size. Since these representatives are designed to be micro-

architecture independent, the signature collected for each slice needs to be dependent

only on the program execution and not based on any micro-architecture dependent

metric. Typical signatures used include the BBV (Basic Block Vector) which contains

execution counts of various basic blocks (single-entry/exit code blocks). How to slice a

program’s execution into regions is an important decision. For single-threaded programs,

using a fixed instruction count called the slice size has been shown to work well [20].

In our work, we keep slices of approximately similar sizes demarcated by loop entries.

The region selection is based on the replay of a previously recorded whole-program

execution as a pinball. According to the micro-architecture of the recording machine,

the synchronization seen there can be different from the synchronization seen during

unconstrained simulation. We, therefore, augment our region selection methodology to

make a selection only on the real computation or work done. The heuristics described

earlier to avoid synchronization loop entries as region boundaries can also be used to

filter out (to execute but not count) synchronization code during profiling for region

selection.

How to simulate. A critical decision that the simulator developers need to make is

how to simulate, i.e., how to connect the application in consideration to a simulator.

The most commonly used methods are (1) binary-driven where a program binary is

executed during simulation feeding instructions to the simulator, (2) checkpoint-driven

where a snapshot of selected region memory/register state and a list of injection events

are used to drive the simulator, and (3) trace-driven where an instruction-by-instruction

recorded state is fed to a timing-only simulator. The choice of how to simulate depends

on several factors, such as ease of deployment, cost of generation, and flexibility of the
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evaluation. For this work, we use both binary-driven and checkpoint-driven simulations

for our evaluation, although the implementation itself is generic and supports any of

these simulation methods. Checkpoints are easier to share among multiple users than

program binaries whose execution might require complex setup and input availability.

We propose to capture regions selected by LoopPoint as pinball [3] checkpoints so they

can be used to drive PinPlay-based simulators.

By default, PinPlay supports constrained replay of pinballs where the shared memory

accesses among threads are repeated in the order captured during recording. Simu-

lation based on such constrained replay will repeat the thread ordering based on the

micro-architecture of the machine on which the pinballs were generated. However, we

ideally want the target, simulated micro-architecture to decide the thread behavior dur-

ing simulation. To achieve that, we also use binary-driven simulation of the regions

selected by LoopPoint using stable (PC, count)-based boundaries defining those regions.

Therefore, the simulation proceeds as though the region was executed natively on the

simulated micro-architecture. Another technique to achieve unconstrained simulation

using pinballs is to convert them to executable checkpoints, called ELFies [47].

3.3 The LoopPoint Methodology

In this section, we explain the different parts of the proposed methodology, LoopPoint.

We start with an upfront analysis of the application to determine its behavior and to

identify loops, as shown in Figure 3.2. This is a one-time step and we use the informa-

tion collected here for clustering regions to choose representatives. The representative

regions are then simulated with sufficient warmup. The simulation results enable us to

reconstruct the overall application performance.



32 LoopPoint: Checkpoint-driven Sampled Simulation for Multi-threaded Applications

3.3.1 Selecting a Unit of Work

Multi-threaded applications may use different execution paths with different runs, and

therefore the use of IPC to evaluate the performance of multi-threaded workloads is

infeasible [31]. LoopPoint proposes a strategy that identifies regions of interest in terms

of work done by each thread. We define the unit of work as the actual amount of

compute done within a slice of an application. For an unmodified application with the

same input set, the unit of work chosen needs to remain the same for each application

execution regardless of the properties of the underlying hardware, although the number

of instructions executed may vary each time. The generality of the chosen unit of work

is crucial for application sampling as this determines the amount of simulation speedup

achieved. We would want the chosen unit of work to be large in number within the

program, to be one that repeats itself, and to remain unchanged over multiple executions.

We consider the number of loop iterations as the unit of work done. Program loops are

ubiquitous across application domains and the number of iterations of any particular

loop doing real computation as opposed to synchronization can remain constant over

multiple executions for an unmodified application and for a fixed input size. In a multi-

threaded environment, we consider loop execution, ignoring spin-loops (one form of

active synchronization), to compute the amount of work done. Spin-loops contribute to

the IPC of the application and consume CPU cycles, however, they do not contribute to

the meaningful work done by the particular thread (waiting cannot be considered work

completed). This is the key to LoopPoint methodology we present here.

3.3.2 Understanding Parallelism

One of the fundamental requirements of a multi-threaded sampling methodology is the

ability to understand how the parallelism of an application changes, over time, and to

use that information to drive the representative selection process. In fact, understanding
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parallelism in a generic way is one of the main insights of this work. To accomplish this,

we continue to use worker loop instructions as the key metric for work completed.

Program phase behavior is an important aspect to consider while sampling applications.

A phase is a set of slices in a program’s execution that shows similar behavior, regardless

of where they appear within the execution. The locations in source code whose execu-

tions correlate to a phase change in the application are called software phase markers

[26]. The software phase markers can accurately identify the phase changes that oc-

cur in an application execution irrespective of the underlying microarchitecture. These

are execution points that can act as simulation region boundaries that are invariant

across multiple application executions. We identify source-level program loops as possi-

ble checkpoints which form the basic building blocks of a program.

Capturing BBVs is an essential way to understand the fingerprint of an application

execution region. We consider the slice-size to be approximately N × 100 million global

(all-threads) instructions that align with loop boundaries for a N -threaded application.

For example, we collect BBVs in intervals of approximately 800 million instructions for

an 8-threaded application. We ignore the instructions executed in spin-loops or any other

synchronization code while collecting the BBVs. The end of a region specified by a BBV

is the next loop entry once the instruction count target is achieved. Although this can

be implemented in several ways (as described in [26]), we do not currently differentiate

between inner and outer loop markers and do not restrict specific threads to indicate

loop boundaries. The loop entries that serve as region markers need to be worker loops

and not spin-loops. We assume that the spin-loops are found only in the synchronization

library (for example, OpenMP), and therefore, we end a region only at a loop entry that

is present in the main image of the application. The per-region BBVs of each thread

are concatenated into a longer, global BBV that represents a multi-threaded region.

This guides the clustering phase when there are regions that exhibit non-homogeneous



34 LoopPoint: Checkpoint-driven Sampled Simulation for Multi-threaded Applications

thread behavior. Figure 3.3 shows the ratio of the number of instructions executed by

each thread as the application progresses. The application 657.xz_s.2, as an example,

clearly exhibits a non-homogeneous thread behavior.

There are a number of reasons to maintain sufficiently large per-thread slices (approx-

imately 100 million instructions). If a smaller slice-size is chosen, a large number of

simulation points may be required, and such regions are highly sensitive to warmup

and aliasing issues [32]. At the same time, we also need to make sure that there are

enough intervals in the application for the clustering algorithm to work efficiently [23].

Prior analyses [20] on single-threaded applications showed that fixed size (of 100 million

instructions) intervals of execution can be used to identify phase behavior. Using vary-

ing length intervals [25] corresponding to the application periodicity can help mark the

phases more accurately. In LoopPoint, we use approximately similar interval lengths,

however, the methodology can also be used with varying length intervals.

While we profile an application for BBVs or any feature vectors, we make sure that all

threads in the application make the same amount of forward progress during analysis.

This is to stabilize the collected profile for any thread imbalance that is caused by

external events on the host processor (and is unrelated to the analysis environment).

We call this method to enforce equal progress between threads flow-control.

3.3.3 Marking Region Boundaries

Every region in an application has its boundaries at a loop entry. The regions need to

be represented so that it is repeatable across multiple executions of the application. In

the case of single-threaded applications, instruction count can be used to define regions

reliably. However, for multi-threaded applications, this does not hold. We describe

the start and end of each region as an ordered-pair (PC, count), where the PC is the

address of the corresponding region boundary marker instruction and the count is the
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Figure 3.3: The above graphs show the variation in the share of the per-thread in-
struction count on a per-slice (with a slice size of 800M global instructions) basis as the
application progresses. If we consider a multi-threaded region, the basic-block share is
different for all threads. This is subtly captured by concatenating the per-thread execu-
tion fingerprints.

execution count of the marker at the start and end of the region. The value of count for

a particular region size is invariant across multiple executions, which represents the unit

of work done. Hence, these markers remain valid simulation points even in the presence

of spin-loops.

3.3.4 Identifying Loops using DCFG

Loops are often found in typical applications, and the number of loop iterations can

remain constant for an unmodified application for a particular input over multiple exe-

cutions. This is the key to our generic methodology which is explained below in detail.

We employ a Dynamic Control-Flow Graph (DCFG) to identify the regions that repre-

sent loops. A DCFG is similar to a classical control-flow graph with a primary difference:

Each edge of a DCFG is augmented with a trip count to indicate the number of times the

edge was traversed. The source code locations whose executions correlate with a phase

change are called software phase markers [26]. The software phase markers identify the
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638.imagick_s/magick/morphology.c
2842 #if defined(MAGICKCORE_OPENMP_SUPPORT)
2843  #pragma omp parallel for schedule(static,4) shared(progress,status) \

2844 magick_threads(image,result_image,image->rows,1)
2845 #endif

2846 for (y=0; y < (ssize_t) image->rows; y++)
2847 {

……

2886 for (x=0; x < (ssize_t) image->columns; x++)
2887 {

3021 for (v=0; v < (ssize_t) kernel->height; v++) {
3022 for (u=0; u < (ssize_t) kernel->width; u++, k--) {

……
3034 } /* u */

……
3037 }  /* v */

3342      } /* x */
3357   } /* y */

……

loop line# #visits #iterations
u 3022 831,090 59,007,160
v 3021 2,958 831,086
x 2886 7 2,958
y 2846 2 8
p 2843 0* 2
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Figure 3.4: An example of a representative region identified by LoopPoint. (3.4a)
The numbers represent iterations of the corresponding loops that form the 8-threaded
region. The start point and end point of the chosen region are at line 3022, the entry
point of loop u. (3.4b) The top graph shows the variation of IPC over time for the full
application run, while the bottom graph shows that of the chosen region. The (PC,
count) boundaries are marked inside the IPC graph of the region.

phase changes that occur in an application execution irrespective of the underlying mi-

croarchitecture. These phase markers need to repeat in number and order across multiple

program executions so that they can meaningfully act as simulation region boundaries.

We choose headers of loops that are in the main image of the program, assuming that the

synchronization loops are in the libraries. The number of iterations of synchronization

loops may vary across different program executions. The DCFG of the whole program

execution is instrumented for loop header instructions to identify a subset of loops from

the main image. Loop header instructions are instrumented to emit Basic Block Vectors

(BBVs) after slice-size number of instructions. Figure 3.4 shows a region identified using

DCFG. The region is contained in the 638.imagick_s.1 application with train inputs

and eight threads.
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3.3.5 Clustering Representative Regions

Once an application is profiled, and region boundaries marked, we will have a collection

of variable-length regions. These BBVs (with spin-loops filtered) represent the state

of the application and also allow one to understand the amount of work accomplished

by each thread. For example, in regions where a single thread is active, the thread

will no longer interfere with memory requests from other threads, potentially leading

to faster single-thread execution. However, a fully populated system with N threads

would continue to interfere, potentially slowing overall progress. The amount of time

the application executes becomes the combination of the amount of work executed in

one quantum, together with the runtime attributed to that quantum. These quanta can

then be clustered in order to identify similar work, and therefore identify similar runtime

behavior. Although BBVs are used in this work, other feature vector information [34]

can be concatenated on a per-thread basis and can be used in this methodology.

The BBVs are projected down to 100 dimensions by random linear projection to bring

down the computing requirements for the clustering algorithm. We use the K-means

clustering technique [113] along with a BIC goodness criteria [114] to select clustering in

a method similar to previous work [20]. The K-means algorithm requires the selection of

the maximum number of clusters that we can expect, maxK, for which we use maxK =

50.

Because we use BBV data that represents both parallelism and work executed, we can

now cluster the regions and use the resulting clusters for workload extrapolation. We

choose the BBV that is closest to the centroid of each cluster to be the representative

of the cluster. We generate the region that represents each cluster from the original

application based on the region boundaries and call them looppoints.
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3.3.6 Warmup

For high performance, we will want to simulate each looppoint separately, in parallel,

given enough resources. For accurate results, the microarchitectural state needs to be

warmed up at the start of the simulation of each region. There are several techniques

[5, 90, 115] proposed to warmup cache state. For binary-driven simulation, we warm up

each region from the start of the application to minimize warmup error. Likewise, for

checkpoint-driven constrained simulation, we use a sufficiently large warmup region pre-

ceding the simulation region. Determining the appropriate amount of warmup required

for each representative region falls outside the scope of this work.

3.3.7 Runtime Extrapolation

Once the representatives are simulated, we can estimate the overall application execution

time through the use of weight-based extrapolation. In this methodology, we use the

percentage of work that this region represents, based on the instruction count of the

entire collection of representatives that have been clustered together relative to the total

amount of work done in the original application (quantum multiplier), to extrapolate

the final runtime performance. The instructions that contribute to spin-loops are not

considered here. The final step of this methodology uses the simulation results of these

identified representatives, along with the multiplier, to reconstruct the overall workload

runtime.

Our runtime extrapolation uses the below mentioned formula considering N looppoints

identified as rep1 to repN :

total runtime =
repN∑

i=rep1

runtimei × multiplieri (3.1)

The multiplier of a looppoint is the ratio of the sum of the filtered instruction counts



3.3 The LoopPoint Methodology 39

from all of the regions that are represented by the looppoint to the filtered instruction

count of that looppoint.

multiplierj =
∑m

i=0 inscounti

inscountj
(3.2)

where m is the number of regions that are represented by the jth looppoint.

We evaluate our region selection methodology by comparing the extrapolated runtime

based on region simulation with the actual runtime based on the whole-application sim-

ulation to compute the prediction error. We demonstrate runtime extrapolation using

the above formula, but this methodology can be used for any event of interest, such as

cache and branch miss counts, for example.

3.3.8 Reproducible Application Execution for Accurate Analysis

The execution path of a multi-threaded application can vary from run to run due to

several factors. One requirement to use this methodology is the ability to analyze a

multi-threaded application in a repeatable way. Traditional execution environments do

not support this type of execution to allow for reliable, reproducible execution. We

leverage Intel’s Pin [116] and Pinplay [77] tools to generate reproducible, constrained,

multi-threaded execution snapshots, called pinballs, to allow for repeatable analysis.

Pinballs are more advanced than a trace file in that they contain a snapshot of the

execution state of an application (registers and memory). By replaying the Pinball, we

can analyze the properties of an application to collect the microarchitecture-independent

execution signatures of the application.

3.3.9 Putting it All Together

Together, the combination of reproducible replay of applications, along with the iden-

tification and clustering of workload characteristics, allows us to build an end-to-end

methodology to identify workload representatives for performance extrapolation. Previ-
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ous works [34] have shown that extrapolation in this manner does apply to runtime, as

well as other metrics of interest. The insights with respect to the identification of appli-

cation parallelism, as well as the constrained, reproducible execution of the workloads,

allow us to analyze, cluster, and extrapolate multi-threaded workloads across a number

of synchronization types.

3.3.10 Speed-up Potential

One of the most significant benefits of a checkpoint-based methodology is the ability

to substantially reduce the amount of work that needs to be simulated to estimate the

entire application performance. Simulator performance relates directly to the required

length and number of regions to simulate. In addition, checkpoints can be simulated in

parallel, with enough resources available, speeding time-to-results significantly.

3.3.11 Workload Applicability

LoopPoint targets statically scheduled multi-threaded workloads regardless of the syn-

chronization mechanisms used in order to simulate them in a faster way that was not

possible before. The methodology is particularly effective for loop-intensive applica-

tions. For other workload types or scenarios involving aggressive loop optimizations, the

heuristic can be adapted to utilize function calls or database transactions as the unit of

work. Dynamically scheduled multi-threaded applications would require a different type

of methodology for sampling due to their non-deterministic nature. This is because such

applications can interact with other threads in ways that were not seen in the initial

execution of the application, potentially leading to incorrect extrapolations.

Checkpoint-based methodologies, such as BarrierPoint, necessitate prior application

analysis to determine workload phases. However, these phases are input-dependent

and are reusable only when the application and corresponding libraries exhibit consis-

tent behavior. We address the problem of workload imbalance among the threads (a
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heterogeneous workload) by keeping per-thread information intact while clustering the

individual regions. Like other checkpoint-based methodologies, we also assume that

the hardware configuration is known up-front. This configuration is free from any run-

time-dependent configuration changes or unexpected events that trigger a configuration

change while the application is running. An example of a dynamic event is thermal

throttling resulting in a dynamic voltage and frequency scaling (DVFS) event, which

can affect the application performance and is runtime- and hardware-dependent. Due to

the microarchitecture-dependent behavior of vectorized code (SIMD instructions), the

application profile and identified clusters may vary across different microarchitectures.

To address this, SIMD instructions may need to be treated as continuous instruction

sets within the BBV.

3.4 Experimental Setup

In this section, we describe the setup on which we conducted our experiments to evaluate

our generic multi-threaded sampling methodology.

3.4.1 Simulation Infrastructure

In this work, we use Sniper multicore simulation infrastructure [14] (version 7.4) with

modifications to support PC-based simulation region specification. We configured Sniper

to model a multicore out-of-order processor resembling the Intel Gainestown microarchi-

tecture using an 8 or 16-core processor model to simulate 8 or 16-threaded (respectively)

applications. The simulated system characteristics that we use are detailed in Table 3.1.
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Table 3.1: The primary characteristics of the simulated system.

Component Features

Processor 8 & 16 cores, Gainestown-like microarch.
Core 2.66 GHz, 128 entry ROB
Branch predictor Pentium M
L1-I cache 32K, 4-way, LRU
L1-D cache 32K, 8-way, LRU
L2 cache 256K, 8-way, LRU
L3 cache 8M, 16-way, LRU

Table 3.2: SPEC CPU2017 speed application attributes. F=Fortran, KLOC=thousand
lines of code. From [1]

Application Lang. KLOC Application Area

603.bwaves F 1 Explosion modeling
607.cactuBSSN F, C++ 257 Physics: relativity
619.lbm C 1 Fluid dynamics
621.wrf F, C 991 Weather forecasting
627.cam4 F, C 407 Atmosphere modeling
628.pop2 F, C 338 Wide-scale ocean modeling
638.imagick C 259 Image manipulation
644.nab C 24 Molecular dynamics
649.fotonik3d F 14 Comp. Electromagnetics
654.roms F 210 Regional ocean modeling

3.4.2 Workloads

In order to evaluate the proposed methodology, we consider the SPEC CPU2017 [117]

benchmark suite. SPEC CPU2017 is available in two different versions depending on

the evaluation purpose: rate and speed [118]. The rate version is used to estimate the

throughput of the underlying system whereas the speed version is used to estimate the

runtime of the benchmark on the system. Unlike prior versions of SPEC benchmarks,

CPU2017 includes a set of synchronizing multi-threaded programs that share memory

consisting of OpenMP-compatible multi-threaded applications. We use the speed version

of SPEC CPU2017 with train inputs and eight threads (See Table 3.2 for application

descriptions) for our evaluation. The train input set is used so as to keep the full

program simulation time to a reasonable length. As the detailed simulation of the full
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SPEC CPU2017 applications with ref inputs is not practical, computing the sampling

error is also not feasible. Therefore, we utilize the ref inputs to estimate the potential

speedup of the methodology in the chapter. The benchmarks we use include OpenMP

directives, with a summary of the primitives used described in (Table 3.3).

Table 3.3: SPEC CPU2017 speed synchronization primitives used. sta4=static for,
dyn4=dynamic for, bar=barrier, ma=master, si=single, red=reduction, at=atomic,
lck=lock.

Application sta4 dyn4 bar ma si red at lck

603.bwaves Y Y Y
607.cactuBSSN Y Y Y Y Y
619.lbm Y
621.wrf Y Y
627.cam4 Y Y Y Y
628.pop2 Y Y Y
638.imagick Y Y Y Y Y
644.nab Y Y Y Y
649.fotonik3d Y
654.roms Y

All SPEC CPU2017 workloads except 657.xz_s runs are 8-threaded. 657.xz_s.2 runs

with 4-threads whereas 657.xz_s.1 runs as a single-threaded application.

All the benchmarks in the SPEC CPU2017 benchmark suite are compiled using the Intel

compiler toolchain (Intel Parallel Studio XE, version 2019 Update 2) with optimizations

enabled (-O2) and debug information available for binary to source-level mapping, and

built for the 64-bit x86 instruction-set architecture.

We also use NAS Parallel Benchmarks (NPB) [119, 120] version 3.3 with OpenMP based

parallelization [121] that use class C inputs. We evaluate all benchmarks in the suite

with both 8 and 16 threads, but do not evaluate the npb-dc (data cube) benchmark

because of the large amount of data generated by that application. These benchmarks

are compiled using GCC 5.5 for applications in C and GFortran for Fortran applications

with -O3 optimizations for the x86-64 architecture.
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We consider both active and passive wait policies for thread synchronization of the

SPEC CPU2017 OpenMP applications. We use the passive OpenMP wait policy to

configure NPB benchmarks. In passive wait policy, the threads do not spin while waiting

for other threads. Meanwhile in the case of active wait policy, the threads remain active

and they consume processor cycles while waiting by executing spin-loops. The use of

(PC, count) region specification can accurately represent a region over multiple runs

even in the presence of spin-loops, which is not possible if the region specification is

based on global or per-thread instruction counts.

For each benchmark, we record the execution path of the whole application and keep it

as a pinball so that it can be replayed in both constrained and unconstrained mode later

on. We have developed Pintools [116] to generate BBVs of the regions which are fed to

Simpoint for clustering the regions to identify the representative regions. We also have

employed Pintools to restrict the forward progress of all the threads in a well balanced

way thereby avoiding the chances of recording a skewed trace because of CPU load

imbalances. The representative regions identified are simulated in parallel. We evaluate

the runtime accuracy of the chosen representatives by simulating in constrained and

unconstrained modes.

3.4.3 Constrained Execution Infrastructure

We use Intel’s PinPlay [77] infrastructure that provides tools to record and replay ar-

bitrary regions of a program execution. The recorder captures the execution of an

application in a set of files collectively called a pinball [3] which can later be replayed on

any machine since pinballs are portable. A pinball consists of a memory file (.text), the

architecture register values at the beginning of the execution region in per-thread regis-

ter files (.reg), a set of memory and register values in per-thread injection files (.sel),

and a subset of shared-memory dependencies among various threads in per-thread de-

pendency files (.race). A pinball once captured is self-contained, which means that
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both the application binary and inputs are not needed during replay of the pinball.

The replayer loads the initial memory and register state and starts executing the restored

program region like a regularly loaded binary. System calls are skipped and their side-

effects are injected. Shared-memory access in all threads are monitored and the threads

are artificially delayed as needed to enforce the access order as recorded in the pinball.

Finally, the replay is ended gracefully when the exit condition is met. Since system calls

are skipped during replay, a pinball can be replayed across different operating systems.

3.4.4 DCFG and Basic Blocks

The Dynamic Control Flow Graph (DCFG) is created by executing the program via a

pin-tool enabled with the DCFG library [122, 123]. Internally, the pin-tool hooks the

control-flow instructions and records a count of each of the resulting edges throughout

the execution of the workload on a per-thread basis. At the end of the execution, fall-

through edges are created to ensure non-overlapping basic blocks. These basic blocks are

guaranteed to have only one entry and one exit point and not overlap with each other.

In this way, they differ from the basic block structures in Pin, which do not have these

guarantees. The resulting basic blocks and the edges that connect them thus create

a connected graph. From this graph, routine boundaries are identified based on call

edges and heuristics to handle non-standard routines that are sometimes found in non-

compiled code. Inside the sub-graph of each routine, the immediate dominators of each

node are found. Loops are then identified using the immediate dominator relationships.

The graph, including the identified routines and loops are recorded.

3.4.5 Unconstrained Replay

PinPlay’s replayer enforces determinism among the threads by injecting recorded system

call side-effects and enforcing the recorded shared memory access thread order. We use

this mode when analyzing the workload (collecting BBVs and DCFGs to be used in the



46 LoopPoint: Checkpoint-driven Sampled Simulation for Multi-threaded Applications

clustering phase), to ensure different steps of the profiling methodology have a consistent

view of the program’s execution flow (as recorded during the initial whole-program

recording). However, during performance simulation, we want the timing model to

control thread progress and synchronization, not PinPlay as this can introduce artificial

thread stalls1.

3.4.6 Synchronization Handling

OpenMP active runs, enabled by setting the environment variable OMP_WAIT_POL-

ICY to ACTIVE [125], have threads busy-waiting at user-level (as opposed to using fu-

tex() in the passive runs). We replay a pinball that was recorded earlier for reproducible

analysis for the generation of BBVs. If we directly use the recording, we encounter

the busy-waiting code that was originally executed by the application. However, the

busy-waiting code can differ if the application is executed another time with different

conditions. While busy-waiting consumes processor cycles, they do not contribute to the

real work done by the program. Therefore, we ignore busy-waiting during BBV profil-

ing, yet include it during simulation. Identifying busy-waiting code automatically [126]

can be a challenge and is yet another research problem. In our methodology, we ignore

the entire code from the relevant synchronization library (libiomp5.so in our case).

Note that this idea can easily be extended to other compilers and threading libraries.

For example, in the case of applications using pthread synchronization, we can ignore

the code from the libpthread library. The filtered instruction count is up to 40% (for

657.xz_s.2) fewer than the original instruction count for the active runs.
1See [124] for a methodology that uses constrained replay during multi-threaded performance simu-

lation, and which can, in limited cases, work around the artificial stalls.



3.5 Evaluation 47

3.5 Evaluation

In this section, we present the evaluation results of LoopPoint methodology. We analyse

the effect of various model parameters that make up the methodology. We also evaluate

the accuracy and the speedup achieved using LoopPoint.

3.5.1 Accuracy

We show the accuracy of LoopPoint methodology by comparing the predicted runtime

and the actual runtime of the application. The predicted runtime is calculated by con-

sidering the performance of all the representative regions as mentioned in Section 3.3.7.

The representative regions are augmented with a warmup region so that the microar-

chitectural state is warmed when the detailed region starts simulating. The prediction

error of our methodology is the percentage difference in the simulation performance of

the whole application and the extrapolated performance making use of the performance

of all the representative regions identified for the application.

3.5.1.1 Constrained and unconstrained simulations

The LoopPoint methodology is tested for applications using the active and passive

wait policies, and the simulation results are given here. Synchronizing multi-threaded

applications with active wait policy uses spinloops to synchronize the threads. Sam-

pling such an application can be considered a difficult problem to solve. We ignore the

instructions that contribute to spin-loops during BBV generation and clustering phases

as described in Section 3.4.6.

We perform binary-driven unconstrained simulations of the whole application as well as

the representatives to measure the performance. In order to mark the region bound-

aries using (PC, count) correctly, we need to keep spin-loops away from being the region

boundaries, as mentioned earlier. We limit the region boundaries to be from the appli-
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cation code and not from any of the library code. Here, we make an assumption that

the synchronization code can only be present in the libraries.

The region checkpoints are generated as pinballs which can be used for constrained sim-

ulation. We assume a large enough warmup region added to the representative region

while generating the pinball checkpoint. However, using constrained simulation intro-

duces artificial thread delays and is therefore not reliable for performance extrapolation.

There are several ways to simulate these pinball checkpoints in an unconstrained way.

One such method is to convert them to ELF binaries, called ELFies, as discussed in a

prior work [47]. In this chapter, however, we are not evaluating ELFies. Instead, we

consider the region boundaries specified as (PC, count) to perform unconstrained sim-

ulation using the application binaries by providing perfect warmup before the start of

detailed simulation. One caveat that we want to mention is that not all region bound-

aries specified using (PC, count) can provide stable regions. For instance, applications

can have certain code blocks that are selectively executed with respect to the underlying

microarchitecture. Such code blocks or PCs cannot serve as stable (PC, count) region

boundaries. We assume that the users can choose the appropriate stable regions and

that, while straightforward to accomplish in an automated way, we leave that analysis

to future work.

Results when simulating constrained simulation can be misleading and can lead to high

errors. For example, we observe a runtime error for 657.xz_s.2 of up to 19.6% while

simulating in a constrained environment. One of the reasons that using constrained

simulation infrastructure can result in high error rates is that the simulation itself does

not properly mimic the real application run. Instead, the application tries to replicate the

behavior that was recorded previously on a specific machine. For instance, constrained

execution forces spin-loops to be replayed, even though this would not occur in a real

execution. This introduces high error for applications, like 657.xz_s.2, that have fewer
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synchronization points compared to other applications in the SPEC CPU2017 benchmark

suite and, therefore, can see high variability from run to run.

The runtime prediction results (Figure 3.5a) using the unconstrained simulation of ac-

tive applications yield an average absolute error of just 2.33%, whereas that of passive

applications is 2.23%. These error rates are comparable to previous sampling method-

ologies [34].

The looppoints identified are representative of the application across microarchitectural

configurations. Our up-front analysis is solely based on architecture-level details, not

microarchitectural settings or simulation details. Figure 3.5b shows the error in predict-

ing the runtime of the same applications while simulated for an inorder core instead of

the out-of-order Gainestown-like core while keeping all other simulation parameters the

default as in Table 3.1. The graph clearly shows that looppoints can be portable across

microarchitectures.
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Figure 3.5: The runtime prediction errors of SPEC CPU2017 applications (train in-
puts) using active and passive wait policies that use eight threads for unconstrained
simulation. The y-axis represents the percent error in predicting the runtime of each of
the applications along the x-axis.
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3.5.1.2 Varying the number of threads

We show that LoopPoint supports varying the number of application threads. Figure 3.6

shows the error rates while predicting the runtime of the NPB benchmarks. The ap-

plications are evaluated using eight and 16 threads. Note that the applications using a

different number of threads need to be profiled separately, as discussed in Section 3.3.

We observe that the average absolute error obtained is 2.87% for 8-threaded applications,

while for the 16-threaded applications, it is as low as 1.78%.
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Figure 3.6: The runtime prediction results of the NPB benchmarks that use 8 and
16 threads. The applications use a passive wait policy and class C inputs. The y-axis
represents the error percentage in predicting the runtime of each of the applications on
the x-axis.

3.5.1.3 Comparison of other metrics

Figure 3.7 shows the performance prediction of several metrics while simulated on an

unconstrained environment for applications using active and passive wait policies.

LoopPoint can determine microarchitectural metrics like the number of cycles (Fig-

ure 3.7a), branch miss rate or MPKI (Figure 3.7b), the miss rates or MPKI of different

components in the memory hierarchy (Figure 3.7c), etc. In Figure 3.7b and Figure 3.7c,

we show the absolute differences in the metrics predicted, rather than the percentage

error in prediction, because those metrics have small absolute values and a small dif-

ference can result in a high percentage error. Previous research [24, 34] has presented

differences in a similar manner.
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Figure 3.7: The prediction errors of various metrics for SPEC CPU2017 benchmarks
using LoopPoint. The benchmarks use active and passive wait policies with train inputs
and eight threads and are simulated in realistic unconstrained mode.

3.5.2 Speedup

We consider speedup in two different ways: theoretical speedup and actual speedup.

Theoretical speedup is the reduction in the number of instructions (ignoring the instruc-

tions that contribute to spinloops) to be simulated in detail when using the LoopPoint

methodology. We also define the actual speedup as the reduction in the simulated run-

time using LoopPoint with respect to the simulated runtime of the whole application.

Serial speedup is the speedup achieved when all the representatives are simulated back-

to-back. It is the overall reduction in work given the serial execution of both the full and
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reduced workload. Parallel speedup assumes sufficient parallel resources and evaluates

the speedup given the execution of all regions in parallel.
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Figure 3.8: A comparison of theoretical and actual speedups achieved by LoopPoint.
The workload used is SPEC CPU2017 applications (active wait policy) using train inputs.
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Figure 3.9: LoopPoint and BarrierPoint theoretical speedup for SPEC CPU2017 ap-
plications (passive wait policy) using ref inputs.

In Figures 3.8 and 3.9, we see both the serial and parallel speedups for these applications.

We obtain a maximum speedup of 801× for the applications with train inputs and

31,253× for the applications with ref inputs. The average serial speedup for applications

using train inputs and ref inputs are respectively 9× and 244× whereas the average

parallel speedup for the applications are 303× and 11,587× respectively for train and
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ref inputs. This implies that a significant reduction of simulation resources is now

possible using the LoopPoint methodology, where simulations that would take months

to complete can now be finished in hours.

In Figure 3.9, we compare the theoretical simulation speedup using LoopPoint and Bar-

rierPoint for the benchmarks using ref inputs. Note that we do not plot the actual

speedup values using the ref inputs. We first validate our methodology with train

inputs, and by extension, we analyze and simulate ref input representatives to estimate

the performance of the larger application with confidence. Unfortunately, it is not pos-

sible to validate the error rates for applications with ref inputs because the full runs

take too long to simulate (a few months to years, as shown in Figure 3.1).

We observe that LoopPoint consistently achieves good speedup whereas BarrerPoint lags

behind for a number of applications. LoopPoint is able to reduce the application into

representative regions that can finish the simulation in a reasonable time. Additionally,

with the BarrierPoint methodology, there is no guarantee on the size of a representative

region. For example, the 8-threaded 638.imagick_s.1 benchmark has a very large

inter-barrier region (93.06 B instructions) that is comparable to the size of the entire

application (93.35 B instructions), defeating the purpose of sampling. However, there

are a few applications for which BarrierPoint outperforms LoopPoint. Those applications

have a large number of barriers, and the inter-barrier regions are typically smaller than

the LoopPoint regions. BarrierPoint is unsuitable to evaluate both of the 657.xz_s

applications as they do not contain barriers at all. Overall, a hybrid approach can be

chosen to speed up smaller applications, but LoopPoint provides the first methodology to

allow for generic sampling of applications that results both in a high simulation speedup

and accuracy.

We also show the speedup achieved using NPB applications in Figure 3.10. LoopPoint

achieves good speedups while the applications are evaluated for eight threads as well as
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16 threads. The maximum parallel speedup achieved while evaluating the 8-threaded

applications is 2,503× with an average of 1,031×, whereas, for the 16-threaded applica-

tions, the maximum speedup achieved is 1,498× and an average of 606×. Do note that

NPB applications are less complex and more repetitive in nature than SPEC CPU2017

applications. Therefore, the error rates are lower, and the speedups achieved are larger

when compared to the train inputs of the SPEC CPU2017 suite.
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Figure 3.10: A comparison of actual speedups achieved by LoopPoint when the appli-
cations use 8 and 16 cores. Speedups are listed for the NPB suite using the C input set
and a passive wait policy.

3.6 Related Work

Before architects build new hardware designs, it is extremely useful to predict the hard-

ware design’s power, performance, and area (cost). Existing circuit-design tools are

able to simulate complex, modern applications on large, multi-core systems, but at the

cost of significant simulation time that can be intractable (requiring months to years of

simulation time for the SPEC CPU2017 benchmarks).

While there have been many attempts to solve this problem, previous works were unable

to provide a combination of three things for multi-threaded workloads: (1) choosing accu-

rate representatives without detailed simulation, (2) demonstrating simulation speedup
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based on application representatives, not on overall application runtime and (3) allowing

the simulation of hardware designs that might not yet have analytical models. Our pro-

posal addresses all these concerns through the determination of application parallelism,

clustering, and the extrapolating of the results based on this information.

Sampled Simulation Methodologies. Sampled simulation methodologies applicable

to single-threaded applications [2, 20, 26, 27] and multi-threaded applications [30, 32,

33, 34, 43, 52, 79] are discussed in Chapter 2.

Analytical Modeling. There has recently been some progress on the development

of a completely analytical model for single-threaded [127] [128] and multi-threaded [85]

workloads. One major drawback of analytical models is the inability to estimate the

performance of next-generation hardware designs. New processor, cache, and memory

techniques without analytical models will not be able to use these methodologies.

Constrained Simulation. Multi-threaded checkpoints were used [124] for constrained

simulation. Their goal was to estimate the relative performance analysis of regions-of-

interest across multiple micro-architectures. They describe a mechanism for speedup

computation in the presence of artificial stalls added by the constrained replay of check-

points during simulation. There could be cases where the speedup computation is incon-

clusive. We support unconstrained simulation as well as constrained simulation and also

provide an absolute performance extrapolation methodology. For relative, cross-micro-

architectural performance analysis, unconstrained simulation is desirable as it need not

have to deal with artificial stalls.

Handling Busy-waiting. The problem of busy-waiting is mentioned in [77] although

in the context of multi-process programs using Message Passing Interface (MPI). The

work focuses on simulating a specific single-threaded process from multiple processes in

an MPI program and uses the selective logging feature of PinPlay to exclude the busy

waiting code from consideration, both in the profiling and simulation phases.
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Workload Characterization. There are different works that study the time-varying

runtime behavior of standard benchmarks. Wu et al. [68] study the phase behavior of

SPEC CPU2017 workloads. Moreover, the work identifies the single-threaded simulation

points using SimPoint methodology and correlates them with the phase behavior. Nair

et al. [129] study the phase behavior of SPEC CPU2006 and SPEC CPU2000 using Sim-

Point methodology. The work demonstrates that SimPoint yields similar CPI prediction

results for both application suites, suggesting similar phase behavior.

3.7 Conclusion

The need to understand larger, more complex multi-core processors continues to increase.

This becomes even more critical as the multi-core processors (and the serial code) tend to

be the bottleneck in highly parallel applications. General-purpose applications are found

on embedded devices, mobile phones, and back-end data center servers. While platforms

may differ in their demands, accurately understanding the applications remains crucial.

Simulation solutions alone are insufficient because of the significant slowdown (10,000×

or more [6]) seen when simulating applications with industrial-quality simulators. Simu-

lation solutions today require alternatives like sampling to reduce the workloads to real-

istic simulation times. However, current sampling solutions either target single-threaded

workloads or are only applicable to specific workload types.

In this work, we present a generic multi-threaded sampling methodology, one that con-

siders the inherent parallelism of the application and allows for the automatic reduction

of workloads to sizes that are on the order of the representatives of the workloads them-

selves. We demonstrate how our classification methodology automatically partitions the

workload into representatives and allows us to predict the performance of the workloads

at hand with high accuracy.



Chapter 4
Viper: Utilizing Hierarchical Program
Structure to Accelerate Multi-core Simulation

You shall know the truth and the truth shall make you mad.

— Aldous Huxley

Workload sampling techniques typically rely on fixed-length intervals for analysis, which can
often be out of sync with the periodicity of program execution. Since an applications phase
behavior is strongly correlated to the code it executes, it can exhibit a hierarchy of phase
behaviors that can be observed at various interval lengths, rendering conventional sampling
techniques inadequate. We propose Viper, which leverages the hierarchical structure of
program execution in order to achieve better sampling accuracy and smaller regions, which
enables faster RTL simulations.

4.1 Introduction

As we approach the limits of technology scaling, there is a growing emphasis on efficient

and high-performance processor designs. Exploring and evaluating the design space of

these next-generation architectures is an essential part of this research. However, the

Alen Sabu and Changxi Liu contributed equally to this research.
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traditional dependence on extremely time-consuming microarchitectural simulations for

large, realistic workloads proves impractical in addressing this challenge. For multi-

threaded workloads, this issue is further exacerbated by the complex interactions be-

tween multiple threads and the synchronization techniques employed to achieve scalable

performance. One solution to address this issue is sampled simulation, which selects a

representative subset of regions to simulate in detail and interpolates the performance of

the entire application based on this. Prior works [2, 8, 20, 33, 34, 130] have demonstrated

that, due to the repetitive behavior of workloads, sampling can often reduce the simula-

tion time by orders of magnitude while preserving the original program characteristics.

SimPoint [20] reduces the simulation time by leveraging the application’s phase behav-

ior for single-threaded workloads. It does so by splitting the application into fixed-size

regions, clustering them based on their execution behavior, and then simulating a rep-

resentative element from each cluster in detail to extrapolate the performance of the

entire application. However, a major drawback of this method is that it uses fixed-

size regions for analysis, which do not often align with the actual periodicity [19] of

program execution. Simpoint 3.0 [131] introduces variable length regions but does not

address application periodicity. Moreover, since an applications phase behavior [22, 132]

is strongly correlated to the code it executes, it can exhibit a hierarchy of phase behav-

iors that can be observed at different interval lengths [32]. Consequently, a single fixed

region size cannot effectively capture the full spectrum of phase behaviors and often

leads to suboptimal phase classification [25].

Later works, such as BarrierPoint [34], TaskPoint [44], and LoopPoint [8], address this

shortcoming by utilizing the program structures and constructs within the application

code to split the application into a series of independently analyzable regions to build

a representative sample. Unfortunately, however, both BarrierPoint and TaskPoint

only apply to specific classes of applications. BarrierPoint targets applications that use
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global barriers for synchronization, whereas TaskPoint targets task-based applications.

While LoopPoint applies to generic multi-threaded applications, the regions it selects

do not necessarily align with the application’s phase behavior. Moreover, all these tech-

niques use large region sizes (≈100 million instructions or more per thread), suitable

for microarchitecture-level simulations (which take a few hours) but not for RTL-level

simulations, which may take weeks to months for completion. In addition, no previous

methodology provides a solution to detect small regions needed for RTL-level simulation,

as they would typically result in aliasing [32], leading to unpredictable results. In this

work, we propose a solution to solve both of these issues to achieve high performance

and accuracy.

The goal of this work is to address the generic sampling problem by selecting repre-

sentative regions that align with the application phases for simulation. Utilizing the

innate program structures instead of fixed-length intervals allows for flexible region sizes

that are more likely to be aligned with the application periodicity, thereby reducing the

chances of aliasing [32]. To do this, we present a novel methodology, Viper, that enables

fast and efficient analysis prior to sampled simulation. In short, we make the following

contributions to this work:

• We propose a novel methodology, Viper, that goes beyond prior state-of-the-art

sampled simulation techniques to allow for fine-grained region selection and accu-

rate performance reconstruction.

• We present a methodology that meets the requirements for RTL simulations for

accurate performance estimations. We show this by performing experiments on

microarchitecture-level and RTL-level simulators, enabling the detailed evaluation

of large benchmarks.

• We provide an extensive evaluation of Viper and demonstrate best-in-class accu-

racy (average sampling error of just 1.32%) and speedup of up to 2,710×, with an
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average of 358× for the train input set of SPEC CPU2017 benchmarks. We also

explore the accuracy and performance trade-offs of Viper in comparison with prior

works.

The rest of the chapter is organized as follows. In Section 4.2, we discuss the relevant

background and the challenges involved in the simulation of multi-threaded applications.

Section 4.3 presents the Viper methodology in detail. We then discuss the experimental

infrastructure in Section 4.4, followed by an extensive evaluation of Viper in Section 4.5

showcasing the applicability of the proposed methodology and conclude the chapter in

Section 4.6.

4.2 Background and Motivation

In this section, we present the background to understand the key features of sampled

simulation. We also discuss the challenges in simulating large workloads and how the

existing sampling methodologies are insufficient to address them.

4.2.1 Program Sampling

Sampling is the process of selecting a minimal subset or a sample from a population to

represent the entire population. The attributes or characteristics of the population are

estimated using the selected sample. We employ this technique to reduce the simulation

time of large workloads by simulating a representative sample from the entire program

execution. Prior works [2, 20] split an application into a series of execution slices and

cluster these slices with similar execution features into groups. These techniques demon-

strate high performance by simulating selected representative slices from each group to

represent the entire cluster of software slices.

Single-threaded sampling is largely considered to be a solved problem, whereas multi-

threaded sampling has been a long-standing problem due to the complexity of the work-
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load behavior: threads that sleep, synchronize, or are being delayed in spin-loops, among

other issues. Alameldeen et al. [73] demonstrated the limitations of non-determinism

with multi-threaded workloads and demonstrated that IPC can be a poor performance

indicator [31], leading to inaccurate estimation of speedup or run time.

While initial works on multi-threaded sampling [79] focused on handling applications

with uncorrelated thread behaviors, subsequent research [32, 33] considered time as the

sampling unit that applies to synchronizing multi-threaded workloads. However, a major

drawback of this approach is that the whole application needs to be simulated sequen-

tially (i.e., it cannot be parallelized), and thus, the maximum attainable simulation

speedup is limited by the number of instructions in the whole application. Techniques

like BarrierPoint [34] and LoopPoint [8] consider application barriers and loops, respec-

tively, to define a unit-of-work [31]. BarrierPoint works on inter-barrier regions that can

be so large that it is infeasible to simulate them, limiting scalability. LoopPoint divides

the application into similarly sized regions enclosed within loop entries, ensuring size

limits. However, the regions may not align with application phases. While LoopPoint

regions are large enough to ensure accuracy and prevent aliasing, they are often too long

for RTL-level simulation.

4.2.2 Checkpointing Techniques

Checkpointing is a widely used technique to save the state of a simulation at a particular

point in time, which can then be restored later, allowing for further simulation or de-

bugging. Checkpointing is often used to parallelize simulation as well as to improve per-

formance by reducing the amount of time that needs to be spent re-simulating portions

of an application that have already been executed. For example, Checkpoint/Restore In

Userspace (CRIU) [133] is a well-known checkpointing mechanism on Linux. CRIU has

been integrated with major container engines like docker [134]. In addition, gem5 [6, 135]

uses its own checkpointing format that is useful to create microarchitecture-level snap-
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shots of simulation that can be restored later. For x86 systems, the PinPlay infras-

tructure [77] supports storing the application state as architectural checkpoints, called

Pinballs, which can be replayed on PinPlay-enabled tools and simulators. Recent works

on executable checkpoints, like ELFies [47], are promising in terms of usability and

portability, as it is supported on popular microarchitecture simulators like gem5 [6] and

Sniper [14].

4.2.3 Microarchitectural State Warmup

Modern processors employ various techniques to improve performance, such as branch

prediction, caching, and speculative execution. These techniques can have a signifi-

cant impact on the workload execution run time. While simulating the key parts of an

application, it is important to rebuild or warm up the microarchitectural state of the

system. This ensures that subsequent simulations or performance measurements accu-

rately reflect the behavior of the processor. Methodologies like LoopPoint [8] rely on

simulating a large region right before the start of the simulation region to warm up the

microarchitectural state, while SMARTS [2] or time-based sampling techniques [32, 33]

enable functional warming during the entire simulation. TurboSMARTS [29] uses a

microarchitecture-level checkpointing mechanism to handle warmup that captures and

stores the functionally warmed system state before each simulation region. Checkpoint-

based warmup techniques require a large amount of storage. Moreover, it may not

always be suitable for microarchitecture design-space exploration that runs experiments

altering the memory hierarchy configuration, like cache sizes or the number of cache lev-

els, because it would invalidate the checkpoint for those regions, requiring new memory

checkpoints for each cache configuration.
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4.2.4 The Quest for Advanced and Efficient Sampling

With the widening gap between simulator performance and the processors they model,

running a cycle-accurate full-system simulation of large designs can be extremely time-

consuming. Current sampling solutions are primarily targeted for microarchitecture-level

simulations. Some recent works [48] attempted to adapt these solutions for RTL-level

simulations on Verilator [49] using smaller region sizes aiming to improve simulation

efficiency, which, however, resulted in accuracy that is typically not acceptable. The

result is that it is currently infeasible to evaluate the performance of large workloads

on the RTL level. Recent works [136, 137, 138] addressed the problem of accelerating

RTL simulation by leveraging techniques like batch processing, task-level dataflow ex-

ecution, low-level parallelism, and selective execution. These orthogonal techniques to

speed up simulation may not scale well for very large workloads. In addition, while

FPGA simulation infrastructures, such as Diablo [139] or FireSim [50], offer a faster

alternative for simulation, FPGAs are specialized devices with inherent limitations in

terms of memory capacity and logic capacity. This means that it is often not possible

to fit large, realistic processor models on FPGAs. This highlights the need for devel-

oping specialized workload sampling methodologies that can be flexibly applied to both

microarchitecture-level and RTL-level simulations. These methodologies should support

finer region granularities that align with the dynamic phase behavior exhibited by the

application. By tailoring the sampling approach to capture the specific characteristics

and phases of the workload, more accurate and efficient sampled simulations can be

performed.

4.3 The Viper Methodology

In this section, we describe the details of our proposed sampled simulation methodology,

Viper (depicted in Figure 4.1). Viper consists of four main steps: (i) Pre-profile Analysis
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Figure 4.1: The workflow of Viper showing region identification, clustering, and simu-
lation. The hierarchical structure of an application is used to identify regions. Sampled
simulation is performed based on the clustering information of the regions. The simu-
lation can be performed on various kinds of simulators depending on the level of detail
required.

which marks the region boundaries at which we split the application, (ii) Region Profil-

ing, where the profiling information in the form of feature vectors is collected for each

region, (iii) Clustering, which groups together regions with similar execution behavior

based on the profiling information, and (iv) Simulation, where each application region is

simulated either in Detailed Mode or Fast-forward Mode based on the clusters formed.

The full application performance is reconstructed from the performance of each region.

In the subsequent subsections, we provide details on how each of these stages operates.

4.3.1 Exploring the Hierarchical Structure of Program Execution

Multi-threaded applications typically execute in a hierarchical flow, exhibiting different

cyclic behavior patterns at varying interval lengths. These repeating patterns, often

referred to as phases, are strongly correlated to the code executed by the application [18,

26, 32]. Thus, by analyzing the inherent program structures in an application’s code,

one can effectively capture the variations in its phase behavior. In Viper, we utilize this

principle to identify phase markers [26] – the points within a program that corresponds

to change in the application’s phase behavior. Phase markers can be used to split the

application into a series of independently analyzable regions.

There are several kinds of program constructs in a parallel multi-threaded code region,
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such as barriers and loops, which can serve as potential phase markers of the application.

Choosing barrier counts or loop counts over instruction counts to represent work can

accurately demarcate multi-threaded regions over several runs.

• Barriers: Multi-threaded applications include single-threaded and multi-threaded

code regions, with thread synchronization at boundaries using barriers that can be

detected by compiler-generated instructions or functions to mark new code regions

in machine code. In OpenMP-enabled applications, the GCC compiler generates

the _omp_fn identifier that can be used to detect barriers.

• Loops: Typically, generic multi-threaded applications consist of various levels

of nested loops. In our analysis, we use the application’s dynamic control-flow

graph (DCFG) [123] to identify the loops in the outermost level of the code region

as task loops and the remaining as inner loops or ordinary loops. The DCFG is

utilized to identify loop headers, and for each loop, information about their outer

loops and associated subroutines is then collected. This helps to determine whether

a loop is the outermost one in the current subroutine and if the current subroutine

is the outermost in the given multi-threaded region.

After identifying potential phase markers in the application, we prioritize them for use as

region boundaries. Barriers receive the highest priority due to their natural alignment

of threads. Prior studies [34] support this, highlighting that partitioning at barrier

boundaries prevents aliasing issues and increases accuracy. Next, task loops within a

code region receive the next highest priority, marking boundaries between parallel tasks.

Lastly, inner loops or ordinary loops are considered for finer granularity, albeit with lower

priority, as ordinary loops typically do not act as phase markers in large applications.

We then select a subset of these potential markers as region boundaries, considering their

priorities. We also ensure that the resulting region sizes are suitable for analysis, meeting

both a minimum (δmin = 10, 000, 000) instruction threshold to capture variations in
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Figure 4.2: The selection of region boundaries (or markers) in an application using
Viper. Marker Mi signifies the beginning of the current region with expected region
lengths to be between δmin and δmax instructions. Mi+1 is finally identified in accordance
with case (a) or (b) (described in section 4.3.1), which marks the end of the current
region.

phase behavior and avoid aliasing issues [14] and a maximum (δmax = 100, 000, 000)

threshold for efficient simulation in a reasonable amount of time.

Region Boundaries

Once the list of potential phase markers is identified, the next step is to collect the

highest-priority phase marker from every T (T ≈ 1,000,000) instructions. From this

highest-priority list, we further select a subset of phase markers to serve as the region

boundaries, subject to the constraints that the resulting region sizes approximately fall

within the range of [δmin, δmax] instructions as illustrated in Figure 4.2. This is done

by employing a greedy algorithm that selects only the highest priority potential phase

marker available beyond an interval of δmin instructions but within the next δmax in-

structions as the next region boundary (Figure 4.2a). If no such marker exists, the first

potential phase marker encountered is selected as the next region boundary, regard-

less of its priority (Figure 4.2b). Region boundaries are represented as triplets: (Image,

PCoffset , Count), denoting the object/library, instruction address offset from the Image’s

base address, and the address’s count.

Figure 4.3 shows the classification of all the markers identified by Viper in SPEC

CPU2017 applications, along with the chosen markers that serve as the region bound-

aries. We observe that applications like 638.imagick_s.1, 657.xz_s.1, and 657.xz_-
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Figure 4.3: The percentage distribution of the type of markers (barriers, task loops,
and inner loops) identified in the 8-threaded SPEC CPU2017 benchmarks using train
inputs. Potential Markers denote all the available markers in the application, while
Selected Markers signify the markers that serve as the boundaries of regions.

s.2 have a few or no barriers. Therefore, most of the selected markers are ordinary

loops that serve as region boundaries. On the other hand, Viper selects as many

barrier-bounded regions as possible, as observed in cases such as 607.cactuBSSN_s.1,

621.wrf_s.1, 644.nab_s.1, 654.roms_s.1, etc.

4.3.2 Region Profiling

Accurately capturing the execution behavior of a multi-threaded code region can be

complex as threads synchronize at different points using various synchronization prim-

itives, and the execution pattern of each thread may vary across multiple runs due to

differences in memory access patterns [73]. In Viper, we achieve this by using basic

block vectors or BBVs as described in prior works [8, 20, 34]. A BBV is the execution

fingerprint of a particular interval represented using basic blocks and their counts. Bar-

rierPoint [34] showed that using LRU stack distance vectors (LDVs) along with BBVs

can result in better clustering results. An LDV represents a fingerprint of the LRU-stack

distance vector for a particular interval, which helps distinguish the regions that execute

the same code but have different memory access patterns. We combine BBVs and LDVs

on a per-thread level for each region to form per-thread signature vectors or SVs [34].
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In order to represent a multi-threaded region, we concatenate the per-thread SVs to

form a multi-threaded SV, which captures the amount of parallelism among the threads.

The multi-threaded SVs are used for clustering to determine the similarity among the

identified regions. We collect all the signature vectors using a high-level emulator.

4.3.3 Determining the Region Similarity

Once the application regions are identified and profiled, the next step is to determine

the regions with similar execution characteristics in order to group them together and

determine representative regions from among them. This is done based on the profiling

information collected for each region which consists of multi-threaded SVs derived from

the BBVs and LDVs of all threads, which are projected down to a smaller, fixed dimen-

sion. In our experiments, we use 1024 dimensions which could result in higher sampling

accuracy and is a good trade-off with respect to the performance. The resulting SVs are

then clustered using the k-means [113] clustering algorithm to group similar regions. We

use the SimPoint [20] infrastructure to perform the clustering.

4.3.4 Fast and Accurate Fast-Forwarding

To speed up the simulation, representative regions of the application identified in the

clustering stage are simulated in detail, whereas all the other regions are fast-forwarded.

Note that this is applicable only for microarchitecture-level simulators, and for RTL-

level simulators, we create simulation checkpoints as discussed in Section 4.3.6. During

the fast-forwarding phase, we ensure that all of the application threads make similar

forward progress in time at regular intervals. This is particularly important because

both the functional and timing simulations are disabled during this phase, which can

lead to thread orderings that would not typically occur.
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4.3.5 The Warmup Challenge

One of the major challenges in sampled simulation is to build an accurate microarchi-

tectural state before the start of every region to be simulated in detail. It is essential to

choose a method that is flexible to support different cache configurations and can quickly

build the right state, as this can significantly impact the overall speedup achieved. In

this work, we choose the memory timestamp record (MTR) [5] warmup technique that

can quickly build the cache state at run time. From our experiments, we observed that

the harmonic mean of the slowdown due to MTR reconstruction is just 7.97% for SPEC

CPU2017 benchmarks using train inputs. We implement MTR to collect the cache line

information accessed by each Load and Store instruction during simulation, ordered in

LRU fashion per set. The requests are then injected into the cache in the right order to

rebuild the appropriate cache state before the simulation. We focus explicitly on cache

warming in simulation, as smaller structures like prefetchers tend to warm up rapidly.

For our RTL-level simulations, we simulate a warmup region right before the start of

detailed performance measurements of the simulation region.

4.3.6 Generating Simulation Checkpoints

Checkpointing is a widely used technique to capture the system state as a checkpoint

and later restore it. We use the application binaries to guide the microarchitecture-level

simulations. In order to guide RTL simulations, we create RISC-V full-system check-

points using MINJIE infrastructure [48]. The checkpoints are restored later to simulate

them in parallel on the RTL implementation of XiangShan [48] RISC-V processor using

Verilator [49].
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Figure 4.4: Plot (a) shows the aggregate IPC of the full run, and plot (b) shows the
reconstructed IPC of the 644.nab_s.1 benchmark using Viper. This example shows the
benchmark running with test inputs using 8 threads. The shaded regions in the plot (b)
represent the regions simulated in detail.

4.3.7 Simulation of Representative Regions

The region that lies the closest to the cluster centroid is taken as the representative

of that cluster. We identify all the cluster representatives, and these regions are simu-

lated in parallel using the generated checkpoints. In order to show that the proposed

methodology works for both microarchitecture-level simulators and RTL-level simulators,

we perform our simulations on Sniper (microarchitecture-level) as well as on Verilator

(RTL-level). We use the MTR warmup technique to rebuild the right micro-architecture

state and inject it into the simulator before the detailed simulation, as discussed in Sec-

tion 4.3.5. The performance of the overall workload is estimated from the performance

obtained from the simulation of the representative regions. Figure 4.4 shows Viper’s IPC

reconstruction from representatives for the 644.nab_s.1 benchmark (SPEC CPU2017)

using test inputs.
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4.4 Experimental Setup

In this section, we discuss the experimental setup to evaluate the Viper methodology.

We describe the workloads and the platform used to conduct the experiments.

4.4.1 Simulation Tools

We implemented the support for Viper on Sniper [14] version 7.4, which is configured

to model Intel’s Gainestown microarchitecture, which is the latest hardware-validated

microarchitecture available on Sniper. More details on the configuration used for the

simulation are shown in Table 4.1. We modified the front-end of Sniper to support Viper’s

region specification. However, we expect that implementing this region specification

support on other software simulators like gem5 [6, 135] or ZSim [93] is possible. For RTL-

level simulations, we use Verilator [49] to simulate the RISC-V processor XiangShan [48]

using the checkpoints generated using the MINJIE platform. In this work, we generate

the simulation checkpoints using NEMU [48]. The methodology is also applicable to

other RTL simulators (like VCS [94]) if corresponding checkpoints are generated.

Table 4.1: The configuration of Gainestown microarchitecture.

Component Parameters

Processor 8 cores, 2.66 GHz, 128-entry ROB
Branch predictor Pentium M, 8 cycles penalty
L1-I/D 32KB, 4/8 way, LRU
L2 cache 256KB, 8 way, LRU
L3 cache 8MB per core, 16 way, LRU

4.4.2 Benchmarks Used

SPEC CPU2017 benchmark suite [117] is a widely used collection of applications used

for computer architecture evaluation and exploration. The benchmarks are written in

C, C++, Fortran, or a combination of these programming languages. We use the multi-
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Figure 4.5: A comparison of the estimated wall time to simulate SPEC CPU2017
benchmarks using train inputs and 8 threads for the full simulation (Full RTL) and Viper.
We use the simulation rate of XiangShan on Verilator and assume parallel simulation of
all the representative simulation checkpoints.

threaded OpenMP-based subset of the SPEC CPU2017 benchmarks that are enabled for

multi-threaded execution. We use the speed version of these benchmarks configured to

use eight statically scheduled threads. Note that these are multi-threaded benchmarks

that synchronize and share memory. SPEC CPU2017 benchmarks use three different

inputs: test, train, and reference (ref). We configure the SPEC CPU2017 benchmarks

to use the train inputs for our evaluation. These benchmarks are compiled for x86-64

architecture using GCC 6.4.0 and gfortran with the -O3 optimization compiler flag. The

multi-threaded benchmarks are configured to use passive OpenMP thread wait policy.

4.4.3 Analysis Tools

We use Intel’s Pin [116] to build the analysis and profiling tools (Pintools) that we use for

this methodology. We also utilize the Dynamic Control Flow Graph (DCFG) tool [123]

included in the Pin distribution to collect potential markers that are used to identify

regions. DCFG collects the trace information of the application, which can be utilized

by implementing a pintool to detect barriers and loops that can act as region markers.
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4.5 Evaluation

In this section, we describe the experimental results of the proposed methodology. We

also present the key factors that affect the performance of the methodology.

4.5.1 Comparison with State-of-the-Art

We first show the estimated wall time of full RTL simulation and Viper using XiangShan

on Verilator. Then we evaluate the accuracy and performance of Viper using Sniper

and compare it with LoopPoint (Chapter 3), the state-of-the-art sampled simulation

methodology for multi-threaded applications [8]. We then conduct detailed studies on

how region length affects speedup and accuracy. We do not evaluate the accuracy of

Viper on XiangShan as full RTL simulation takes more than a year for SPEC CPU2017

benchmarks using train inputs. In our experiments, we calculate the average value by

taking the geometric mean of the values across all benchmarks.

RTL-level Simulation. Figure 4.5 shows the total time required to simulate SPEC

CPU 2017 benchmarks using Verilator. Unlike prior works, we observe that the sampling

efficiency is bounded by the largest region identified by the sampling methodology. Viper

could significantly reduce the simulation time of these large workloads from more than

a year to less than a week or even a day in some cases.

Accuracy. Viper achieves similar or better error rates as compared to prior multi-

threaded sampling methodologies like BarrierPoint or LoopPoint. To measure the sam-

pling accuracy of the proposed methodology, we compare the simulation runtimes Tfull

obtained from the full simulation and Tsample obtained from the sampled simulation.

The absolute runtime prediction error ∆ can be represented as ∆ = |1 − Tsample

Tfull
|.

Figure 4.6 shows a comparison of absolute run time prediction errors with Viper and

LoopPoint obtained for the 8-threaded SPEC CPU2017 benchmarks using train inputs.
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Figure 4.6: A comparison of the absolute runtime prediction error for Viper and
LoopPoint. We use SPEC CPU2017 benchmarks that use train inputs and 8 threads.

Viper performs similarly to LoopPoint while achieving lower maximum and average

(1.32%) errors. The results validate that choosing regions that are aligned to application

phases, while potentially much smaller in length, can achieve better accuracies.

We evaluate the performance of Viper for 16 threads using the same set of SPEC

CPU2017 benchmarks along with train inputs (except for 657.xz_s.1 and 657.xz_-

s.2, which run only with one thread and four threads, respectively). For the rest of

the benchmarks, we observe an average absolute error in the run time of 1.79%. The

maximum error that we observe is 5.29% (for 603.bwaves_s.2), whereas the minimum

error is 0.01% (for 638.imagick_s.1).

Speedup. The speedup is the ratio of the wall time required for the full simulation to

that of the sampled simulation. We define serial speedup as the speedup achieved when

the samples are simulated sequentially, whereas parallel speedup is the speedup achieved

when the samples are simulated in parallel.

We compare the speedup of the proposed methodology with LoopPoint as shown in

Figure 4.7a (parallel speedup) and Figure 4.7b (serial speedup). Viper outperforms

LoopPoint in all but one case for parallel speedup, as shown in Figure 4.7a. We observe

that Viper samples fewer but larger loop-bounded regions compared to LoopPoint for

627.cam4_s.1 resulting in longer simulation times. This is because 627.cam4_s.1 has
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(b) Serial Speedup

Figure 4.7: A speedup comparison of LoopPoint and Viper for the 8-threaded SPEC
CPU2017 benchmarks using train inputs.
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Figure 4.8: Runtime prediction error for 8-threaded SPEC CPU2017 benchmarks using
train inputs for different region sizes.

larger loops and unlike LoopPoint, Viper does not split applications at random loops.

In the case of serial simulations, Viper outperforms LoopPoint in most cases (9 out of

14) in Figure 4.7b. The maximum serial speedup achieved by the proposed methodology

is 6.23×. The primary reason behind achieving more speedup is that the region size of

Viper corresponds to the phase boundaries of the application, unlike the fixed region

sizes in LoopPoint.

4.5.2 Varying Region Sizes

We use Viper methodology to illustrate the experimental results using different region

sizes to show their effect on error rates. We also show the importance of choosing regions

inherent to the application structure instead of fixed-size slices. We use Viper to select
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Figure 4.9: The speedup achieved for 8-threaded SPEC CPU2017 benchmarks using
train inputs. Viper is used to identify regions of fixed sizes.

fixed-size regions of 10 million, 20 million, 50 million, and 100 million instructions.

We show the accuracy in predicting the run time of each of the benchmarks. As shown

in Figure 4.8, there is no correlation between the region sizes and accuracies. For ex-

ample, in the case of 628.pop2_s.1, 638.imagick_s.1, or 654.roms_s.1, the error de-

creases with an increase in region size. However, larger region size does not always yield

better accuracy in some other cases. For example, benchmarks like 603.bwaves_s.1,

621.wrf_s.1 and 627.cam4_s.1 achieve their best accuracies when the region size is

around 50 million. We infer from the experiment that there is no general region size that

can be used for every application, which motivates us to choose application-dependent

regions.

The average error of Viper-100M (regions of size ≈ 100M) is 0.74%, whereas that for

Viper is 1.32%. Although using a larger region size yields a slightly better average error,

Viper consistently achieves better accuracies for most benchmarks.

Speedup. As Figure 4.9 shows, the speedup is larger for smaller atomic region sizes in

most cases (although the errors can be higher). For smaller region sizes, clustering allows

there to be fewer instructions to be simulated in detail overall, which allows for a larger

speedup. However, in certain cases, the number of regions to be simulated in detail
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can be much more when the region sizes are smaller. For example, 649.fotonik3d_s.1

achieves a smaller speedup at region size 20M when compared with that of region size

50M. Comparing Figure 4.7b with Figure 4.9, we observe that the speedup achieved

using Viper-100M is similar to that of LoopPoint.

4.6 Conclusion

In this work, we propose a novel sampled simulation methodology and infrastructure

called Viper that shows significant improvement in performance over the existing method-

ologies which is applicable to both microarchitecture-level and RTL-level simulators.

Viper is both a fast (358× speedup on average) and an accurate (with an average error

of just 1.32%) simulation methodology as evaluated with the multi-threaded subset of

SPEC CPU2017 benchmarks using train inputs.





Chapter 5
Pac-Sim: Simulation of Multi-threaded
Workloads using Intelligent, Live Sampling

If you want to find the secrets of the universe, think in terms of

energy, frequency, and vibration.
— Nikola Tesla

Modern systems are becoming increasingly complex and dynamic. With the high level of
dynamic optimizations in these systems, it is crucial to simulate next-generation multi-core
processors in a way that can respond to system changes and accurately determine system
performance metrics. We propose Pac-Sim, a novel sampled simulation methodology that
overcomes the limitations of traditional approaches by enabling fast and accurate simulations
even in the presence of dynamic hardware and software behavior. This is achieved through
live sampling, eliminating the need for upfront workload analysis.

5.1 Introduction

Computer architecture research heavily relies on simulations for design space exploration.

However, microarchitectural simulation can become extremely time-consuming, particu-

Alen Sabu and Changxi Liu contributed equally to this research.
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larly as the complexity of modern architectures has increased over time. This is especially

true in the post-Dennard era, where architectures are rapidly evolving to incorporate

complex dynamic optimization techniques at both the hardware and software levels to

improve system performance gains at runtime. Hardware-based dynamic techniques such

as dynamic cache reconfiguration [38, 39, 40], DVFS [35, 36, 37], TurboBoost [41] and

power management [140] techniques trigger optimizations based on dynamically identi-

fied hardware states (such as core frequency, cache reuse distance, etc.) to improve both

energy-efficiency and overall performance of the system. Similarly, runtime information

at the software level can be used to dynamically optimize code execution, to further en-

hance the system performance. Some of the recent efforts on software-based optimization

focus on dynamically scheduling tasks among threads [42, 141] to ensure efficient resource

utilization and employing just-in-time (JIT) compilation techniques [142, 143, 144, 145]

that generate high-performance instructions to optimize program execution online. How-

ever, since these techniques utilize dynamic system state information in order to deploy

optimizations at runtime, the execution behavior of an application (and, therefore, its

performance) may vary greatly across multiple executions. This inherent variability may

lead to an inaccurate performance evaluation when using existing simulation method-

ologies.

Conventionally, sampled simulation has served as a reliable and efficient technique to

accelerate the performance estimation of multi-threaded workloads. In order to achieve

these results, most prior works relied on either (i) profile-driven sampling [8, 20, 34] or

(ii) statistical sampling [2, 146]. Profile-driven sampled simulation methodologies such

as SimPoint [20], BarrierPoint [34], and LoopPoint [8] (Chapter 3) split the execution

of an application into a series of repeatable regions and cluster them based on their

execution features. A representative element from each cluster is then analyzed or sim-

ulated in order to extrapolate the performance of the entire application. However, these

methodologies incur a significant cost in terms of the preprocessing effort that is needed
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to identify representative regions. These costs include the time required to profile and

cluster the execution features of all application regions, along with the storage required.

While it has been previously argued that these costs are a one-time investment and will

be amortized over multiple runs, this argument does not necessarily hold for systems

that optimize code execution dynamically. In such cases, the program execution paths

followed by an application may vary considerably due to changes of hardware and soft-

ware parameters that are being optimized. Therefore, the profiling information collected

for one specific run would not necessarily extend to the program execution paths followed

in the subsequent runs.

On the other hand, methodologies such as SMARTS [2] and PCantorSim[146] rely on

statistical sampling techniques to speed up simulation-based performance measurements

while meeting a given error bound. Unlike profile-driven sampling, these methodologies

require minimal preprocessing and do not rely on the reproducibility of program exe-

cution paths. They are thus applicable to dynamically optimized systems. However,

the simulation speedups achieved using these techniques are considerably lower than the

profile-driven counterparts, and adjusting settings to achieve higher performance could

lead to high errors.

For the above-mentioned reasons, it becomes challenging to sample and simulate generic

multithreaded applications for dynamic hardware and software using existing methodolo-

gies. Architects need a simulation methodology that can dynamically adapt to changes in

the system at runtime while accurately estimating the application’s performance without

relying on the reproducibility of its execution. To this end, we propose Pac-Sim, a novel

sampled simulation methodology that can, at runtime, efficiently analyze and sample

the application to select the representative regions to be simulated in detail. The result

is a methodology that enables both fast and accurate performance evaluation without
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the need for up-front analysis. We accomplish this by making use of an intelligent online

predictor and classifier that quickly and accurately decides whether the upcoming region

needs to be simulated in detail.

In short, we make the following contributions:

i. We propose Pac-Sim, a methodology that goes beyond prior sampled simulation

techniques to be the first to allow for dynamic hardware and software support.

The methodology requires no upfront analysis and relies on an online predictor for

sampling decisions enabling the fast analysis of co-designed workloads.

ii. We experimentally demonstrate that Pac-Sim consistently improves performance

in terms of speedup and accuracy over prior works that use offline profiling, as

Pac-Sim utilizes a lightweight but accurate online sampling technique.

iii. We provide an extensive evaluation of Pac-Sim using standard benchmarks to com-

pare against prior works and demonstrate best-in-class accuracy (average error of

1.63%). For the SPEC CPU2017 benchmarks (train inputs) running eight threads,

we show a maximum serial speedup of 123.32× (26.09× on average) and a maxi-

mum parallel speedup of 523.5× (210.3× on average).

iv. Finally, we showcase several case studies demonstrating that Pac-Sim is applicable

to a number of research scenarios, including (but not limited to) the investigation

of optimization techniques such as dynamically scheduled software and improving

research into dynamic hardware and hardware-software co-design.

The rest of the chapter is organized as follows. In Section 5.2, we discuss the relevant

background and the challenges involved in the simulation of dynamic applications on

modern architectures. Section 5.3 presents the Pac-Sim methodology in detail. We then

describe the experimental infrastructure in Section 5.4, followed by an extensive evalu-

We use the terms “online” and “offline” to distinguish between events that occur during and prior
to the simulation of an application, respectively.

Pac-Sim has been open-sourced and can be found at https://github.com/snipersim/snipersim.

https://github.com/snipersim/snipersim
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Table 5.1: This table summarizes previously proposed sampled simulation method-
ologies for both single-threaded and multi-threaded applications. We categorize these
methodologies into two main groups: Profile-driven and Statistical. The table also iden-
tifies the Analysis Type used by each methodology. Notably, some methodologies require
an upfront analysis or profiling phase to extract application-specific characteristics. Ad-
ditionally, the table indicates which methodologies are amenable to parallel simulation,
which determines the maximum speedup of the methodology. The field Warmup shows
the warmup technique used to reconstruct the microarchitectural state at the beginning
of the detailed simulation.

Methodology Analysis
Type

Parallel
Simulation Warmup Applicability

Pr
ofi

le
-d

riv
en Simpoint [20] Prev Region Single-threaded

LiveSim [27] Checkpoint Single-threaded
BarrierPoint [34] Prev Region Multi-threaded
TaskPoint [43] Prev Region Task-based
LoopPoint [8] Prev Region Multi-threaded

St
at

ist
ic

al SMARTS [2] Functional Single-threaded
SimFlex [30] Checkpoint Multi-program
Time-Based
Sampling [32, 33] Functional Multi-threaded

Pac-Sim (this work) Statistical Multi-threaded

Online Profiling Offline Analysis Offline Profiling

ation of Pac-Sim in Section 5.5 along with case studies to demonstrate the applicability

of the proposed methodology. Finally, we present the related work in Section 5.6 and

conclude the chapter in Section 5.7.

5.2 Simulating Modern Architectures

In this section, we provide the necessary background and prior work of sampled simula-

tion. Table 5.1 summarizes the widely used sampled simulation methodologies applicable

to CPU workloads. We also discuss the challenges in simulating modern workloads and

how the existing sampling methodologies are insufficient to address them.

Sampling Single-threaded Workloads. Sampling and workload reduction tech-
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Figure 5.1: Performance comparison of Pac-Sim with SMARTS [2] in different settings
for the SPEC benchmark 644.nab_s.1 (multi-threaded version uses 8 threads). The left
graph shows the comparison of runtime prediction errors using different sampled simu-
lation techniques, whereas the right graph shows the overall simulation time (running
on a parallel simulator). Both figures use lower-is-better metrics. SMARTS-A-B repeat-
edly switches between a single detailed simulation region of length A and B fast-forward
regions of length A.

niques are extensively utilized in computer architecture research for the purpose of

program characterization and to reduce simulation time. Sampling methodologies al-

low for the evaluation of a subset of the workload (a representative sample) in detail

that can be used to reconstruct the performance of the whole workload accurately. These

methodologies split the workload into different regions (or slices) based on predetermined

conditions in order to identify a representative sample. Prior works that explored CPU

workload sampling, like SimPoint [20] and SMARTS [2], tend to utilize fixed instruction

counts to determine regions. However, instruction count-based techniques could lead to

inconsistent and, therefore, invalid regions [31, 32, 73]. Some previous works [26, 123]

proposed software phase markers that identify procedure and loop boundaries that cor-

relate with phase changes to mark region boundaries instead of using fixed-sized regions.

Sampling Multi-threaded Workloads. SimFlex [30], which selects sampling units

for the simulation of server throughput workloads, does not appear to be generally exten-

sible to synchronizing multi-threaded workloads [32]. In the presence of synchronizing

threads, the application performance tends to vary more frequently [31, 32]. Sampling

methodologies such as SMARTS, SimFlex, and PCantorSim [146] rely on statistical



5.2 Simulating Modern Architectures 85

confidence, and adjusting settings to achieve higher performance could lead to high er-

rors, as shown in Figure 5.1. Time-based Sampling methodologies [32, 33] are the first

to address the problem of sampling synchronizing multi-threaded applications. These

methodologies are generally applicable and are suitable for the sampled simulation of

dynamic systems. However, Time-Based Sampling techniques are the slowest of all the

sampling techniques, and as a result, they are not practical for handling long-running

workloads. On the other hand, methodologies like BarrierPoint [34], TaskPoint [43], and

LoopPoint [8] select specific program constructs, such as barrier synchronization primi-

tives, task instances, and loops, respectively, to identify periodic behavior. This enables

the utilization of representative-sized regions for simulation, regardless of the program’s

length.

Feature Vectors. Profiling captures feature vectors to characterize the execution

behavior of an application across regions. Previous works have introduced several

microarchitecture-independent feature vectors, of which basic block vectors (BBVs) [20,

52] are the most widely used for performance characterization. Lau et al. [18] showed

a strong correlation between BBVs and region performance. Apart from BBVs, Shen

et al. [75] introduced LRU stack distance vectors (LDVs) [147] to summarize program

behavior for different regions. BarrierPoint [34] combines BBVs and LDVs into a sig-

nature vector (SV) in an attempt to represent more accurate features of multi-threaded

applications. Furthermore, Cotson [80] and Dynamic sampling [148] record statistics

such as the number of instructions executed, memory accesses, exceptions, bytes read or

written, etc., in order to plot the feature of a given region. Unfortunately, none of these

offline techniques can handle runtime optimizations that impact applications.

Overheads. Figure 5.2 illustrates the overhead of profiling data for LoopPoint (the

evaluation was performed using the LoopPoint tools [149]) methodology, indicating that

profile-driven methodologies incur significant overheads. When it is required to emulate
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Figure 5.2: The figure shows the resource utilization of a recent multi-threaded sampled
simulation technique, LoopPoint, for the SPEC CPU2017 benchmarks with the ref
inputs running eight OpenMP threads. The graph on the left shows the time required to
generate the profiling data (with checkpoints stored as pinballs [3]), whereas the graph
on the right shows the amount of storage required.

an architecture (for example, simulating ARM or RISC-V binaries on x86) during profil-

ing, it is necessary to resort to functional simulation to gather feature vectors, which can

be a time-consuming process. For instance, Sandberg et al. [78] demonstrated that it

took up to a month to generate profile data for SPEC CPU2006 benchmarks using simu-

lators like gem5. Prior works [8, 34] argue that this overhead is amortized over multiple

runs as the profiling results will be reused. However, this assertion does not hold in the

case of dynamic software and hardware where certain performance optimization deci-

sions are made using runtime information. For example, profiling for asymmetric cores,

such as the big.LITTLE cores is challenging as the operating frequency (and other dy-

namic hardware settings) of each core may not be known during profiling. Handling and

storing simulation checkpoints can be a daunting task. For instance, x86 architecture

checkpoints like ELFies [47] require a significant amount of storage space. Checkpoints

are often specific to a simulator or are tied to particular software/hardware configu-

rations. Microarchitectural checkpoints, requiring detailed hardware information like

cache states, are specific to the underlying hardware configuration.

Hardware and Software Dynamism. Researchers have introduced several dynamic
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optimization techniques in hardware and software to achieve higher performance and

reduce power consumption. Techniques such as dynamic voltage and frequency scaling

(DVFS) and cache reconfiguration have been developed to adjust the hardware state

in response to executed instructions and active processes. Software optimization tech-

niques [142, 143, 144, 145] generate optimized code sequences at runtime. Additionally,

dynamic scheduling techniques [42] have been developed for multi-threaded applications.

In such cases, profile-driven sampling methodologies could show different performance

results for each execution. Methodologies such as trace-based simulations [150] or de-

terministic replay platforms [77] can guarantee consistent performance across multiple

executions but demand extensive profiling and large storage resources. Dynamic hard-

ware events, such as changes in core frequency, cache size, etc., can be unknown during

profiling. These events, when they are performance and power-dependent, become dif-

ficult to predict. Sherwood et al. [22] utilize a Markov predictor to predict the phase

behavior at runtime. Kihm et al. [151] propose switching to the detailed simulation

mode whenever the BBV variance exceeds a specified threshold. However, these meth-

ods have only been demonstrated with single-threaded applications as the phase behavior

of synchronizing multi-threaded applications varies frequently due to the interaction of

threads.

Requirements for Fast and Accurate Simulation.

Sampled simulation techniques that do not require upfront application analysis demon-

strate significant potential under dynamic software and hardware constraints. The inher-

ent variability of dynamic software behavior renders a single analysis insufficient, while

the unpredictable nature of modern hardware compromises the reliability of upfront

analysis. Additionally, the overhead due to the detailed application analysis becomes

a bottleneck for researchers engaged in fields like hardware-software co-design. There-

fore, it is imperative to leverage the best aspects of SimPoint-like and SMARTS-like
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methodologies to achieve optimal simulation efficiency and accuracy. In our approach,

we integrate application analysis to guide sampled simulations, similar to SimPoint-like

methodologies, but without the need for upfront preprocessing, as seen in SMARTS-like

methodologies. In our work, we capture the dynamic information of the software and

hardware to make intelligent simulation decisions through online learning. Therefore,

our methodology is capable of handling hardware state changes, software dynamism, and

other factors influencing application performance. To achieve optimal performance with

online analysis, efficient and lightweight profiling, clustering, and warmup techniques are

essential.

In short, to quickly estimate the performance of multithreaded applications running

on next-generation hardware, a sampled simulation methodology is needed that can

dynamically adapt to changes in the system at runtime while accurately determining

relevant performance metrics. In Section 5.3, we will provide a thorough discussion of

these aspects and present our solution for fast and accurate simulation.

5.3 The Pac-Sim Methodology

In this section, we describe our proposal for an end-to-end sampled simulation method-

ology, Pac-Sim (see Figure 5.3), that supports both dynamic hardware and software

without requiring up-front workload analysis. Pac-Sim consists of five main stages:

Marker Detection, Region Profiling, Clustering, Prediction, and Simulation, which are

all carried out online. We have carefully designed each of these stages to minimize the

runtime overhead of the methodology while maintaining the sampling accuracy. An

important advantage of an online sampled simulation methodology like Pac-Sim is its

ability to accurately determine the execution profile of an application without relying on

the reproducibility of a program’s execution paths. This characteristic allows Pac-Sim

to accurately analyze and evaluate dynamic multi-threaded applications, accounting for
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any performance variability that may occur at runtime.

Pac-Sim operates by making use of the program structure and runtime hardware state

to identify the regions and their boundaries online. Each of these region boundaries or

markers defines the ending of the current region and the beginning of the next region

(Section 5.3.1). Once a marker is identified, Pac-Sim collects the profiling data and

simulation results of the current region (Section 5.3.2) and clusters it with the previously

identified regions to determine its cluster ID (Section 5.3.3). This cluster ID is added to

the program execution history, which is then used by the Predictor (Section 5.3.4) along

with the current marker and hardware state to predict whether the next region needs to

be simulated in detailed mode or fast-forward mode.

While we only demonstrate the effectiveness of Pac-Sim in estimating the performance of

synchronizing multi-threaded workloads in this work, our methodology has the potential

to support a variety of modern workload classes, such as cloud and mobile applications,

and could also be implemented for full system simulations. However, in such cases,

various factors must be taken into consideration, such as kernel and driver performance,

which can significantly impact the overall efficiency of the workloads. In this work, we

focus on user-space workloads, and enabling support for the above-mentioned use cases

is out-of-scope in this context, which we leave for future work.

5.3.1 Online Region Detection

Previous research [8, 26, 34] has shown that certain program constructs, such as barriers

or loops, can be utilized to characterize the phase behavior of multi-threaded applications

by splitting them into a series of individually analyzable regions. Since barriers represent

the global synchronization points within a program execution, all threads align at these

points, making them natural boundaries for application regions. However, relying solely

on barriers to split an application may not be ideal, especially in the presence of large
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Figure 5.3: The overall workflow of Pac-Sim methodology. At any given time, the
regions of a multi-threaded workload till Ri are identified (as shown above). First, Pac-
Sim monitors the application code structure to determine an appropriate region marker
Mi+1, which marks both the end of the region Ri and the start of the region Ri+1.
Next, the feature vector and simulation results for Ri are collected, and a prediction
mechanism determines the simulation mode for region Ri+1. Finally, region Ri+1 will
be simulated, either in detail or in fast-forward mode.

inter-barrier regions, as this can lead to low simulation speedups as representatives can

still be too large to complete detailed simulation in a reasonable amount of time. In

contrast, loops offer a finer level of granularity, allowing for greater control over the

size of regions. Typically, multi-threaded applications consist of both loops and barriers

in varying proportions. The online Marker Detector combines both of these program

constructs to effectively split multi-threaded applications into regions with sizes that are

well-suited for clustering while also avoiding aliasing [152]. The Marker Detector uses

the following approach in order to identify the barrier- and loop-based markers online:

Barriers. Typically, a multi-threaded region begins with a fork call, which spawns ad-

ditional worker threads and ends with a join call, which terminates the current thread

and synchronizes with other threads. A new region is triggered at events of thread

creation and termination, as regions with different active threads have different perfor-

mances. For multi-threaded programs that use the OpenMP library, special function

names are generated depending on the compiler used. We utilize this information in the

online Marker Detector to quickly and efficiently detect barriers with low overhead.
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Loops. Both loop and conditional statements use conditional branch instructions, with

the target address usually given as an offset from the instruction pointer. The key

difference between the two statements is that the offset of the branch instructions in a

loop statement is usually negative, whereas that in a conditional statement is positive.

In most cases, selecting conditional branches with negative offsets is sufficient to identify

loop markers [123]. In the rare case of exceptions, Pac-Sim predicts the simulation mode

of the next region to be detailed mode. We also make sure to disregard spinloops from

our analysis.

As an application executes, the Marker Detector identifies markers online, splitting the

application into multiple regions. While doing so, it also monitors the region sizes to

ensure they fall approximately within the bounds of δmin and δmax instructions. A mini-

mum number of instructions, δmin, is necessary to capture the frequent variations in the

multi-threaded program behavior and accurately cluster the obtained regions. When-

ever the Marker Detector chooses barrier-based markers as region boundaries, the size

of the region can be as small as δmin instructions but no larger than δmax instructions.

Otherwise, the Marker Detector chooses the first loop-based marker it encounters be-

yond δmax instructions as the next region boundary. For loop-bounded regions, it is

necessary to keep region sizes large enough to avoid aliasing [32]. In our experiments

with fixed region sizes of 10 million, 20 million, 50 million, and 100 million instructions,

the SPEC CPU2017 benchmarks showed average error rates of 6.9%, 3.3%, 1.8%, and

1.8%, respectively. We set the lower bound δmin to be 20 million to ensure sampling

accuracy and the upper bound δmax to be 50 million for better performance.

Hardware State. The Marker Detector also monitors the hardware state of the simu-

lated system. If it detects changes, the current region is ended at the next marker so that

each region has a consistent hardware state. Once a marker is detected, the program

counter (PC) and the hardware state of the simulated system are collected and stored
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corresponding to the marker. The collected hardware state includes the system param-

eters, like processor frequency, cache size/configuration, power management techniques,

etc., that can be configured during runtime.

5.3.2 Online Region Profiling

Conventionally, BBVs have been used to characterize the execution behavior of code

regions, as they have been shown to exhibit a strong correlation with the region’s perfor-

mance [18]. BBVs record the execution counts of each basic block (i.e., code blocks with

single entry and exit points) within a given code region. The number of dimensions for

a BBV depends on the number of basic blocks executed, which could range anywhere

from thousands to even millions for very large applications. This presents a major chal-

lenge for online analysis of BBVs as the time and effort required for this stage would

significantly increase as the vector dimensionality increases. SimPoint [20] uses random

linear projection [153] to overcome this problem. However, this method is not suitable

for our online algorithm as the matrix-vector multiplication operations involved could

introduce significant runtime overheads.

To overcome these issues, we propose a fast online BBV generation technique (illustrated

in Figure 5.4). Rather than creating a fixed-size BBV for each region, we use an online

projection technique to generate fixed-size vectors BBV ′
i for each basic block BBi, where

the elements of BBV ′
i are computed by multiplying the instruction count of a basic

block with the hash results of its program counter (PC) value. We use the hash function

drand48(), which generates pseudo-random numbers for an integer value input. The

initial four dimensions of the online BBV are determined using the hash values utilizing

inputs PC, PC+1, PC+2, and PC+3, respectively. The values of the subsequent four

dimensions are generated using the output of the preceding four dimensions as inputs to

the hash function. We experimentally determined that using 16 dimensions adequately

captures the representation of a region using the online BBV. The resultant BBV ′
i
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Figure 5.4: The figure shows the workflow of online BBV generation. Whenever a basic
block BBi is encountered, a corresponding execution fingerprint BBVi is generated using
hash functions applied to the program counter of BBi and the number of instructions it
contains. hash1 to hashd are d distinct hash functions, where d is the dimension of the
BBV. The BBV for each region is obtained by accumulating all BBVis that belong to
the region.

vectors are then accumulated to obtain the per-thread BBV (BBV ′
online) for the given

region, which can be represented as:

BBV ′
online =

∑
i

BBV ′
i =

∑
i

(BBVi · Mproj),

where the values of the elements in Mproj are generated using hash functions as men-

tioned above. This BBV ′
online for a region is analogous to the BBV utilized in SimPoint,

which is obtained through random linear projection. The projected down BBV used in

SimPoint, BBV ′
offline, is obtained from the dot product of the actual BBV of the region

and projection matrix Mproj :

BBV ′
offline = BBV · Mproj =

∑
i

(BBVi · Mproj).

We then normalize these per-thread BBVs and concatenate them into a single global-

BBV vector to represent the software feature of a given multi-threaded code region.

In Pac-Sim, it is necessary to maintain the online BBV to capture the dynamic pro-

gram behavior. Using online BBVs to represent regions eliminates the need to perform

computationally intensive dimensionality reduction techniques during simulation.
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5.3.3 Determining Region Similarity

Pac-Sim employs an online clustering mechanism to group regions with similar execution

behavior based on the feature vectors collected for each region in the online profiling

stage. The clustering, which is done at the end of simulating each region, is required

for the learning process of the Predictor. Prior works, like SimPoint [20], cluster feature

vectors using the k-means algorithm [113]. However, k-means uses an iterative refinement

technique that is computationally intensive, and therefore, a more efficient algorithm

might be better suited for online analysis.

In order to reduce this computational load and enable real-time clustering, we devise

an alternative technique for clustering feature vectors (i.e., global-BBVs) in Pac-Sim. In

our technique, we maintain two separate queues: (i) detailed queue and (ii) fast-forward

queue. The detailed queue includes the BBVs corresponding to the regions that have

been simulated in detail, while the fast-forward queue includes those corresponding to

the regions that have been fast-forwarded. When a new BBV is recorded, it is first

compared with the BBVs in the detailed queue. If its distance from any of these BBVs

is less than the specified threshold θ, then we return the cluster ID of the closest region.

If there is no region whose distance is less than θ, we repeat the same procedure with

the regions in fast-forward queue. If we still don’t find similar regions, we assign a

new cluster ID for the current region and insert it into the BBV queue corresponding

to its simulation mode. In our experiments, we set θ = 0.05 to ensure a reasonable

simulation accuracy while maintaining high speedups. To further improve the efficiency

of our clustering technique, we incorporate the triangle inequality optimization [154] into

our algorithm, which can skip redundant BBV distance calculations. We use Euclidean

distance for all BBV distance calculations.
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Figure 5.5: The predictor utilizes the trie [4] data structure to quickly predict the
cluster ID of the next region by searching for a similar history with the same region
start marker Mi. In this example, the cluster ID of the next region is predicted to be
2 since the prior region with the cluster ID of 2 has the same start marker M2 and the
longest matching sequence (3 → 3 → 2). Plot (b) shows the accuracy of the predictor
for different benchmark suites.

5.3.4 Prediction Mechanism

Pac-Sim employs a Predictor – an online prediction mechanism that leverages region

markers, execution history, and hardware state to predict the phase behavior of the next

region in an application and decide its simulation mode at runtime.

Region Markers. The Marker Detector identifies PC-based region markers that act as

the boundaries of the regions. In certain cases, using region markers to classify regions is

effective for applications where the same part of the code displays similar phase behavior,

as in the case of 619.lbm_s.1 and 644.nab_s.1 using train inputs.

Execution History. When executing the same part of the source code, differences in

memory access patterns, branching, etc., can result in varying phase behavior at runtime.

We, therefore, make use of execution history, which is a sequence of the cluster IDs of

prior regions, to predict these differences in the phase behavior among applications.

Hardware State. Pac-Sim takes into account the state of the simulated system, such
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Figure 5.6: The graph shows the regions identified using Pac-Sim for the NPB bench-
mark ft, grouped together with the respective cluster they belong to. The shaded
portion represents the regions that are simulated in detail.

as core frequency, while executing each region. Predictor predicts the next region to be

detailed mode if there are no prior similar regions with the same hardware state. The

Predictor decides the cluster ID of the next region by choosing the cluster ID of the

previous region with the same region marker and has the longest matching sequence.

For the regions that do not have a previous region with the same start marker or the

same history, Pac-Sim enables detailed execution for that region. Then it decides the

simulation mode of the next region by checking whether prior regions with cluster ID

and the current hardware state are simulated in detailed mode. This history is learned

online and is updated every time Pac-Sim finishes simulating a region.

To accelerate this stage for large application lengths, we further optimize our cluster-

ing algorithm to reduce its average search time complexity from O(n2) to O(n). This

is achieved by maintaining the execution history in a trie [4] data structure, with a

maximum depth of 16, which allows for more efficient search and insert operations. In

Pac-Sim, we utilize the trie data structure to maintain the execution history of the ap-

plication being simulated and quickly predict the cluster ID of the next region based on

this information.

Figure 5.5a illustrates the usage of tries to predict the cluster ID of the next region by

considering the example of a hypothetical execution sequence. Insert: The cluster ID

of the current region is inserted into the trie. In Figure 5.5a, when the online cluster-
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ing of the fifth region is finished, we insert the current cluster ID 2 for both branches

corresponding to the three histories: 3, 3 → 3, and 2 → 3 → 3. Search: Once Insert

of the current region is completed, the cluster ID of the next region is predicted by

searching the trie for a matching cluster ID sequence. The search operation ends when

the sequence matches one of the leaf node paths. Note that two regions having the same

marker do not necessarily mean that the regions belong to the same cluster.

Figure 5.5b shows the average accuracies of the online predictor for the benchmarks

of SPEC CPU2017 and NPB are 94% and 85%, respectively, ensuring the sampling

accuracy and performance of Pac-Sim. The accuracy of the predictor is determined

by comparing the predicted cluster ID prior to simulating the region with the actual

cluster ID obtained through clustering after simulation. Figure 5.6 shows the results

of the Predictor in clustering different regions identified by Pac-Sim simulating the ft

benchmark from the NPB benchmark suite using eight threads. We observe that the

majority of regions from each cluster are simulated in detail (shaded portions). This is

in accordance with the learning phase of our algorithm where Pac-Sim works to establish

a comprehensive understanding of the phase behavior of the application.

5.3.5 Simulation by Application Reconstruction

Previously proposed multi-threaded sampling methodologies [8, 34] rely fully on offline

analysis to determine the regions that need to be simulated in detail. Pac-Sim assumes

no prior knowledge about the nature of the workload that it is about to simulate. In-

stead, it (a) samples regions online during the simulation and (b) uses the detailed

simulation results of previous regions to estimate the performance of the current fast-

forwarded region by applying the four different methods described below successively

until convergence is reached.

i. Use the detailed performance metrics of a region that belongs to the same cluster
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and has the same start marker as the current region.

ii. Use the detailed performance metrics of a region that belongs to the same cluster.

iii. Use the performance of a region with the closest BBV (θ = 1) and the same number

of active threads.

iv. Use the average performance of the regions that have the same number of active

threads.

We extrapolate the runtime Tr of a fast-forwarded region r using the region r′ by Tr =

Tr′ insnr
insnr′

, where Tr′ is the runtime of the previous region r′ identified above, and insnr

and insnr′ are the maximum instruction counts among all threads for the regions r and

r′, respectively.

Runtime Hardware Events. Pac-Sim takes into account the state of the simulated

system while estimating the performance of the fast-forwarded region. As runtime hard-

ware events can happen at any time, we do not guarantee the regions that are divided

by those events to be large enough. In such cases, we estimate the performance of these

regions using the closest previous region with the same hardware state, as these regions

are too small to be clustered. Moreover, the impact of these regions on the overall

application performance is typically negligible as the regions are too short.

5.3.6 Sampled Simulation in Parallel

Pac-Sim is primarily targeted for runtime varying scenarios using live sampling. How-

ever, for statically scheduled multi-threaded applications, Pac-Sim can support sampled

simulation in parallel, similar to checkpoint-based mechanisms, to further speed up the

sampled simulation. The workflow of Pac-Sim for parallel simulation is shown in Fig-

ure 5.7. Previous methods, like LiveSim [27] and LoopPoint [8], require offline analysis

and store checkpoints for sampled simulation. A huge amount of storage is required for

these methods, as mentioned in Section 4.2. Pac-Sim starts in emulation mode, collect-
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Figure 5.7: The workflow of Pac-Sim when the representative regions are simulated in
parallel. Pac-Sim starts in the emulation mode, collecting feature vectors and MTR [5]
warmup data online, and then predicts the simulation mode of the next region. For
regions predicted for detailed mode, Pac-Sim forks new processes to perform warmup
and detailed simulation.

ing feature vectors and warmup data online, and then predicts the simulation mode of

the next region. For regions predicted for detailed mode, Pac-Sim forks new processes,

which run in parallel, to perform warmup and detailed simulation. Pac-Sim reconstructs

the performance of the entire application once the whole application is emulated and

the simulation of all regions is completed.

5.3.7 Microarchitectural Warmup

One of the major challenges of sampled simulation is to choose the right warmup tech-

nique that can directly build up an accurate microarchitectural state prior to the de-

tailed simulation of a region. Methodologies like SMARTS [2] and time-based sampling

techniques [32, 33] keep functional warming enabled for the entire sampled simulation,

leading to large slowdowns. We find that the statistical warmup techniques [5, 88, 91, 92]

can reconstruct the accurate microarchitectural state of a simulated system online. We

choose the memory time-stamp record (MTR) [5] technique to be used with Pac-Sim.

MTR can rapidly collect memory reference patterns during the fast-forward mode and

reconstruct the cache state before switching to detailed simulation. In this work, we

limit the simulation infrastructure to explicit cache warming, as the smaller structures

tend to be warmed relatively quickly.
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We employ a cache warmup strategy by populating the cache structures with the N most

recent unique memory accesses, where N represents the total number of cache lines being

simulated. We maintain a minimum region length of 20 million instructions to mitigate

the impact of smaller structures on sampling accuracy. While prior research explores

warming up various microarchitectural structures [86, 87], our experiments demonstrate

that focusing solely on last-level cache warmup is sufficient for high sampling accuracy.

Pac-Sim can be configured with other warmup techniques, but evaluating their effective-

ness is beyond the scope of this work.

5.4 Experimental Setup

In this section, we describe the experimental setup used to evaluate Pac-Sim. We be-

gin by providing the specifics of the simulation framework, comprising the simulator

used and details of the simulated architecture employed in our experiments. We then

describe the different workloads that are used to evaluate the performance of our method-

ology, including SPEC CPU2017 [117], PARSEC [155], and NAS Parallel Benchmarks

(NPB) [112] with different multi-threaded programming models, namely OpenMP [125]

and OmpSs [42]. The default parameters of Pac-Sim used in our experiments are listed

in Table 5.2.

Table 5.2: The default parameters of Pac-Sim used in our experiments.

Parameters Values

Min. Region Length (instructions) 20,000,000
Max. Region Length (instructions) 50,000,000
Dimensions of Online BBV 16
Max. Depth of Trie used in Predictor 16
Clustering Threshold 0.05
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5.4.1 Simulation Tools

In this work, we use a modified version of the Sniper multi-core simulator [14, 156]

(version 7.4), which is updated to support loop-based and barrier-based region specifi-

cations in order to evaluate Pac-Sim. Sniper is a many-core simulator using high-level

abstract models and is widely used for architectural evaluation and design space explo-

ration. Note that our methodology does not utilize any features specific to the Sniper

simulator. Therefore, porting the methodology to other simulators, such as gem5 [6]

or ZSim [93], should be relatively straightforward. To demonstrate that Pac-Sim is in-

deed a microarchitecture-independent methodology, we experimentally evaluate it by

running simulations upon two different processor configurations that mimic the perfor-

mance/behavior of Intel’s Gainestown, Skylake [157], and Sunnycove [158] microarchi-

tectures using Sniper. The configuration details for each of these models are listed in

Table 5.3.

Table 5.3: The configuration parameters we used for Gainestown, Skylake, and Sun-
nycove microarchitectures on Sniper.

Component Gainestown Parameters Skylake Parameters Sunnycove Parameters

Processor 1, 8 cores 1, 8 cores 1, 8 cores
Core 2.66 GHz, 128-entry ROB 2.66 / 3.7 GHz, 224-entry ROB 3.60 GHz, 352-entry ROB
L1-I / L1-D 32 KB, 4 / 8 way, LRU 32 KB, 8 / 8 way, LRU 32 / 48 KB, 8 / 12 way, LRU
L2 cache 256 KB, 8 way, LRU 1 MB, 16 way, LRU 1.25 MB, 20 way, LRU
L3 cache 8 MB (shared), 16 way, LRU 22 MB (shared), 12 way, LRU 16 MB (shared), 16 way, LRU

To enable high-performance simulation, Pac-Sim intelligently switches among the three

simulation modes supported by Sniper, namely, fast-forward mode, cache-only mode, and

detailed simulation mode. The fast-forward mode is used to reach a particular point in an

application during simulation without enabling the performance models. The cache-only

mode performs the functional warming of the caches, whereas the detailed simulation

mode is the default simulation mode that enables the timing model for performance

Note that Gainestown is the latest microarchitecture available on Sniper simulator that has been
validated against hardware. We made modifications to the back-end of Sniper to support the contention
model and instruction latencies for Skylake and Sunnycove architectures.
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estimation. For Pac-Sim, we capitalize on the split execution and timing model of

Sniper to fast-forward in the front-end of the simulator so that the simulation wall time

is further minimized.

Every time Pac-Sim switches from fast-forward to detailed simulation mode; the cache

state is reconstructed at the beginning of the region using the memory time-stamp

record (MTR) [5] technique. We implement MTR in Sniper to collect the cache line

information accessed by each Load and Store instruction during simulation, ordered in

LRU fashion per set, and then inject the requests into the cache in the correct order to

rebuild the appropriate cache state.

5.4.2 Benchmarks Used

To demonstrate the applicability of Pac-Sim, we experimentally evaluate the method-

ology using multiple benchmark suites such as (i) the SPEC CPU2017 benchmark

suite [117], (ii) the NAS Parallel Benchmarks (NPB) [112] version 3.4.2, and (iii) the

PARSEC [155] version 3.0 benchmark suite. Note that these are multi-threaded bench-

marks that synchronize frequently and share memory.

We configure these benchmarks to use two different multi-threaded programming mod-

els, namely OpenMP [125] and OmpSs [42]. OpenMP [125] provides a set of compiler

directives, library routines, and environment variables that help developers to parallelize

their code. On the other hand, OmpSs [42] extends OpenMP, and it is able to dynam-

ically manage and schedule tasks to maximize multi-threaded application performance.

We set up the multi-threaded benchmarks to use passive thread wait policy, meaning

that the threads will sleep while waiting for other threads at a synchronization point.

SPEC CPU2017 is a collection of benchmarks used for performance evaluation in com-

puter architecture research. In our experiments, we use the speed version of multi-

threaded SPEC CPU2017 benchmarks that are parallelized with OpenMP. The bench-
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Figure 5.8: A comparison of the absolute runtime prediction error using different
methodologies, namely, Time-Based Sampling, LoopPoint, and Pac-Sim for 8-threaded
SPEC CPU2017 benchmarks using train inputs. On average, Pac-Sim achieves better
accuracy compared to Time-Based Sampling and LoopPoint.

marks are compiled using GCC 6.4.0 and GFortran with the -O3 compiler flag for x86-64

architecture. We configure these benchmarks to run with eight threads and evaluate

them using the train input set. NAS Parallel Benchmarks (NPB) [112] is another set of

benchmarks widely used to evaluate the performance of highly parallel systems in com-

puter architecture. The reference implementations of these benchmarks are available

in the two most commonly used programming models, i.e., MPI and OpenMP. In our

experiments, we use the OpenMP-based implementation with input class A and gener-

ate the binaries using icc compiler (with -O2 flag) as part of the Intel oneAPI (version

2022.0.2) toolkit. We also present experimental evaluations of Pac-Sim using PARSEC,

which is another standard benchmark suite consisting of computationally intensive ap-

plications designed to facilitate the study of multi-core systems with shared memory.

PARSEC implementations are available in both OpenMP and OmpSs [159] versions. In

our experiments, we use both these versions with the simlarge input set.

5.5 Evaluation

In this section, we first present a comprehensive evaluation of Pac-Sim, comparing its

efficacy with the current state-of-the-art. Additionally, we provide experimental evi-
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Figure 5.9: The parallel and serial speedups achieved using Pac-Sim for 8-threaded
SPEC CPU2017 benchmarks using train inputs. For speedup calculations, the simulation
walltime corresponding to Pac-Sim includes both online analysis and simulation time,
whereas, for LoopPoint, we consider only the checkpoint simulation time, excluding the
time required for offline profiling and checkpoint generation. Pac-Sim outperforms both
Time-Based Sampling and LoopPoint in terms of speedup achieved. Note that Time-
Based Sampling techniques are not suitable for sampled simulation in parallel.
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Figure 5.10: The absolute differences in predicting L2 cache misses per kilo instructions
(MPKI) using Pac-Sim as compared to the full detailed simulation. In this experiment,
we use the NPB benchmarks with class A inputs running eight threads. The geometric
mean of the absolute differences in predicting L2 MPKI is 0.23.

dence showing that Pac-Sim is indeed a hardware-independent methodology. Finally,

we present case studies that demonstrate the applicability and effectiveness of Pac-Sim

in estimating workload performance in dynamic, multi-threaded hardware and software

environments. Note that, throughout this chapter, the term runtime refers to the sim-

ulated runtime of the application, whereas the term wall-time refers to the actual time

taken by the simulator to finish the run.

Evaluation metrics. In order to evaluate the effectiveness of any simulation method-

ology, it is crucial to quantitatively measure its performance in terms of two critical

metrics: accuracy and speedup. In our experiments, we define these metrics in the fol-
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Figure 5.11: The accuracy and serial speedup achieved for Pac-Sim methodology when
simulated using three different microarchitectures, namely, Gainestown, Skylake, and
Sunnycove, for NPB benchmarks with class A inputs running eight threads and one
thread.

lowing manner:

Accuracy: We assess the accuracy of our proposed methodology by comparing the sim-

ulation runtime obtained from the full simulation and the sampled simulation in terms

of absolute runtime prediction error ∆time, which is defined as

∆time = |Tfull − Tsample|
Tfull

,

where Tfull represents the simulation runtime obtained from the full run, and Tsample

represents the simulation runtime extrapolated from the sampled simulation. It is im-

portant to note that in our evaluation, we use the runtime (execution time as inferred

from simulation) of the application as the performance metric to measure the accuracy of

sampling. This is because time-per-program is the gold-standard performance measure,

and IPC is not a valid performance metric for multi-threaded applications [31].



106 Pac-Sim: Simulation of Multi-threaded Workloads using Intelligent, Live Sampling

Speedup: In our experiments, we calculate the speedup by taking the ratio of the wall-

clock time for the full simulation to that of the sampled simulation and the average

speedup by computing the geometric mean of the speedups across all benchmarks. Se-

rial speedup is defined as the speedup achieved when all representative regions are sim-

ulated sequentially, while parallel speedup is obtained when the representative regions

are simulated in parallel, assuming infinite resources.

5.5.1 Comparison with the State-of-the-Art

In this section, we evaluate the performance of Pac-Sim in comparison to the state-

of-the-art profile-driven sampled simulation methodology, LoopPoint [8]. While several

other profile-driven methodologies exist, LoopPoint provides the benefit of being appli-

cable across a variety of application and synchronization types. It has also been shown

to outperform other multithreaded sampled simulation methodologies (such as Barri-

erPoint) in terms of speedup and accuracy, thus serving as a strong baseline for our

evaluations. We also compare Pac-Sim with Time-Based Sampling [32, 33] techniques,

which repeatedly alternate between detailed simulation and fast-forwarding of regions.

For a fair comparison, we adopt Pac-Sim’s approach of injecting the warmup state at the

beginning of each detailed simulation region. We now report the results of our simula-

tion experiments evaluating and comparing the performance of these two methodologies

using the SPEC CPU2017 benchmarks.

Accuracy. Figure 5.8 shows a comparison of absolute runtime prediction errors for Pac-

Sim, Time-Based Sampling, and LoopPoint obtained for the 8-threaded SPEC CPU2017

benchmarks using train inputs. Our analysis reveals that, in most cases, Pac-Sim per-

forms comparably with LoopPoint in predicting the runtime of the applications, with the

individual errors differing by no more than 2 to 3%. The relatively higher errors for some

applications, such as 619.lbm_s.1, are because Pac-Sim relies on online extrapolation

to estimate application performance using the limited profile data that is available from
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regions that have already been simulated. Whereas methodologies like LoopPoint rely

on offline profiling and, therefore, utilize the information about the whole application.

We also evaluate the accuracy of Pac-Sim to determine the L2 cache misses per kilo

instructions (MPKI), as shown in Figure 5.10. The final results show that the average

absolute difference of MPKI for all benchmarks evaluated is 0.23, demonstrating Pac-

Sim accurately extrapolates microarchitectural metrics of the whole application from the

selected samples.

Speedup. Figure 5.9 shows the speedup comparison of Pac-Sim, Time-Based Sam-

pling, and LoopPoint for the SPEC CPU2017 benchmarks using train inputs running

eight threads. Figure 5.9a shows the parallel speedup for which Pac-Sim outperforms

LoopPoint in most cases (7 out of 12 benchmarks). The primary reason for this is that

Pac-Sim uses smaller regions as compared to LoopPoint. Although Pac-Sim requires

emulation of the entire application, the online analysis overhead is minimized, and there-

fore, the average parallel speedup for SPEC CPU2017 benchmarks (train inputs) using

Pac-Sim is 210.3×, which is larger than that obtained for LoopPoint (150.97×).

Figure 5.9b shows the serial speedup, and we observe Pac-Sim outperforms LoopPoint

in most cases, attaining a maximum serial speedup of 123.32×. Specifically, Pac-Sim

outperforms LoopPoint by 1.8× and 1.4× for the serial and parallel speedup, respec-

tively. While the online analysis can introduce some runtime overheads, the performance

advantages of Pac-Sim seem to outweigh these overheads in most cases. We observe that

the performance of Pac-Sim surpasses that of Time-Based Sampling across all evaluated

benchmarks. This is because Pac-Sim selects regions for detailed simulation through

online learning, in contrast to Time-Based Sampling. Furthermore, the use of program

constructs like barriers and loops in Pac-Sim for region selection enables identifying

repetitive program behavior in multi-threaded workloads. However, there are some

cases where LoopPoint performs better than Pac-Sim, such as for 627.cam4_s.1 and
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Figure 5.12: A comparison of the estimated walltime for fully detailed simulation
and sampled simulation using the serial and parallel versions of Pac-Sim for 8-threaded
SPEC CPU2017 benchmarks using ref inputs. The estimated walltime includes the time
required for online analysis, warmup, and simulation.

628.pop2_s.1 benchmarks in Figure 5.9b. This is mainly because Pac-Sim uses a small

clustering threshold (0.05) for the online clustering in order to maintain higher accuracy,

compared with Time-Based sampling and LoopPoint.

Efficacy in Evaluating Realistic Workloads. The full detailed simulation of SPEC

CPU2017 benchmarks with reference inputs takes an extremely long time – about a

year on average using multi-core simulators like Sniper. Instead, we estimate their sim-

ulation walltime by considering the instruction count of the benchmark using reference

inputs along with the average simulation rate of the benchmark using train inputs. The

walltime of Pac-Sim includes the time required for online analysis and emulation of the

entire workload along with the time for detailed simulation of the representative re-

gions. Figure 5.12 shows that Pac-Sim takes less than a week, on average, to run the

entire application sequentially, while the parallel version of Pac-Sim takes about 1.8 days

on average. In experiments where the microarchitecture structures like cache size are

adjusted or when the application itself undergoes instruction-level modifications, it is

necessary to regenerate the checkpoints. In such cases, Pac-Sim is more appropriate as

LoopPoint takes 6.2 days on average (shown in Figure 5.2) to complete its preprocessing

before simulation.
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Microarchitecture-agnostic sampling. In addition to achieving high accuracy and

speedups, Pac-Sim also provides the advantage of being a microarchitecture-independent

methodology. We experimentally demonstrate this by evaluating our methodology with

two different processor configurations, namely the Gainestown and Skylake microarchi-

tectures, for the NPB benchmarks that run using one thread and eight threads. The

accuracy and speedup numbers obtained in our experiments are plotted in Figure 5.11a

and Figure 5.11b, respectively. From Figure 5.11a, we can observe that the absolute

runtime errors estimated by Pac-Sim for all NPB applications are quite low (all under

8%) and are similar for both these processor configurations (differing by 5% at most).

Moreover, the speedups obtained for both configurations are similar for most bench-

marks, as observed in Figure 5.11b. Hence, the choice of a target microarchitecture for

evaluation does not affect the efficacy of Pac-Sim.

Wall-time Distribution. We show the time spent by Pac-Sim in different stages of

sampled simulation. Figure 5.13 shows the average time spent in the online analysis

stage for NPB (class A inputs) and SPEC CPU2017 (train inputs) benchmarks is 7.88%

and 11.20%, respectively. This is the result of the optimizations described in Section 4.3,

which are applied to the analysis part. Moreover, Pac-Sim spends 8.25% and 16.00%

of the execution time on warmup for NPB and SPEC CPU2017 benchmarks, respec-

tively. This is because Pac-Sim needs to reconstruct the memory access patterns at the

beginning of the detailed simulation of a region. Note that Pac-Sim reduces the time

spent in both profiling and analysis of the benchmarks significantly as compared to prior

profile-driven methodologies for sampled simulation.

Memory Overhead. The memory overhead of Pac-Sim is minimal (no disk access)

and allocated once per simulation. For the online analysis, Pac-Sim needs to record

the BBV information of the previously simulated regions. The space complexity of the

online analysis is O
(

insnfull

region_length

)
, where insnfull is the total dynamic instructions
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Figure 5.13: The graph shows the percentage of time that Pac-Sim spends at each phase
during the sampled simulation of each benchmark suite (average across all benchmarks).
The Analysis component includes online marker detection, region profiling, clustering,
and prediction.

executed by the application and region_length is the average length (size) of the regions

identified. The MTR warmup injection technique keeps counters for each cache line

accessed (num_cache_lines), and the space complexity is O(num_cache_lines).

5.5.2 Case Studies

We showcase the versatility of Pac-Sim through several compelling case studies. Firstly,

we demonstrate that our methodology remains agnostic to dynamic thread scheduling

decisions made during runtime, highlighting its robustness and adaptability. Next, we

provide examples of how Pac-Sim operates seamlessly in the presence of various runtime

hardware events, further cementing its reliability. Finally, we exhibit the applicability

of the proposed methodology in hardware-software co-design studies, showcasing its

potential to facilitate more efficient and effective design processes.

5.5.2.1 Dynamically Scheduled Software

The advent of multi-core and many-core architectures has necessitated the efficient par-

allel execution of dynamically scheduled multi-threaded applications to maximize system

performance. However, the non-determinism resulting from the execution of such ap-

plications on multi-core platforms often leads to notable performance variability across

multiple runs. This variability can be attributed to software-level factors such as dy-
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namic job scheduling by the operating system, thread migration between cores, load

balancing optimizations, and contention for shared resources at runtime.

Table 5.4: Table shows the IPC of freqmine benchmark from the PARSEC benchmark
suite using the simlarge input for threads 0 through 7. Pac-Sim shows the details of
dynamically scheduled software whose IPC and thread mapping differ across two runs.

Thread ID 0 1 2 3 4 5 6 7 Aggr.

IPCrun1 0.15 0.09 1.75 0.43 0.07 0.07 0.10 0.09 2.75
IPCrun2 0.15 0.09 1.76 0.07 0.44 0.07 0.09 0.10 2.76

Table 5.4 illustrates the thread-level differences in terms of instructions per cycle (IPC)

for two different runs of the OpenMP-parallelized freqmine application from the PAR-

SEC benchmark suite. There are variations in the per-thread IPCs between the two runs,

particularly for thread IDs 3 and 4. To investigate the impact of these variations on con-

ventionally used sampling techniques, we conducted two independent profiling runs of

freqmine using LoopPoint. The experimental results showed significant variability, with

14% of the regions clustered differently between runs. This presents a challenge for sam-

pled simulation, which relies on profiling data from a prior execution to guide simulation

in subsequent runs. Dynamically scheduled applications, by nature, have profiling data

that fluctuates across executions. To address this challenge caused by runtime variabil-

ity, Pac-Sim performs online profiling and simulation within the same run. This allows

Pac-Sim to capture any performance variations that might occur during execution.

To demonstrate the effectiveness of Pac-Sim in this regard, we now present an experimen-

tal study of dynamically scheduled multi-threaded versions of PARSEC with simlarge

inputs and NPB with class A inputs. While the per-thread behavior varies for dynami-

cally scheduled applications, the global execution time and global IPC remain consistent

across multiple runs. In Table 5.4, we observe that while there are some variations in

per-thread behavior, the aggregate IPCs across the two runs remain nearly unchanged.

Figure 5.14 demonstrates the average runtime prediction errors of Pac-Sim simulating
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Figure 5.14: Figure shows the average error rates (from five different runs) and error
bars in predicting the runtime of dynamically scheduled benchmarks. We use PARSEC
benchmarks with the simlarge input using OmpSs and OpenMP, and NPB benchmarks
with class A inputs using OpenMP runtime.

dynamically scheduled multi-threaded applications. We run the benchmarks multiple

times in full detailed mode and using Pac-Sim. The errors are calculated by compar-

ing the runtime obtained using Pac-Sim with the average runtime obtained from the full

detailed simulations. The results show that Pac-Sim achieves a very low error in predict-

ing the runtime of dynamically scheduled software (3.81% on average). The benchmark,

freqmine, which shows the largest IPC variation (without spinloops) maintains an aver-

age error of 11.43%. Moreover, Pac-Sim demonstrates speedups of up to 43.96× (6.29×

on average) for all dynamically scheduled benchmarks.

5.5.2.2 Dynamic Hardware Events

Dynamic event-based hardware optimizations help improve performance gains and en-

ergy efficiency in modern architectures. DVFS [35, 36, 37] is one of the most widely

employed dynamic hardware event-based optimization techniques. It monitors core fre-

quencies and load variations in order to match the system power consumption with the

required level of performance by triggering voltage and frequency optimizations at run-

time. These optimizations may lead to a diverse range of dynamic hardware states (i.e.,

core frequency, power configurations) over a given run, consequently resulting in a signif-

icant degree of performance variability for a given workload across different executions.
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Pac-Sim deals with this performance variability by monitoring the simulated hardware

events during execution. While prior sampled simulation methodologies can be modified

to support dynamic hardware events triggered only at region boundaries (to maintain

consistent hardware state within a region), Pac-Sim allows hardware events at any point

during the application execution. Each time an event occurs, Pac-Sim triggers a new

region to ensure hardware state consistency within that region. The predictor then

speculates the cluster ID of the next region and checks the execution history to determine

whether similar regions (i.e., regions with the same cluster ID and hardware state) were

previously encountered. If a match is found, the region is fast-forwarded; otherwise, a

detailed simulation is triggered.

We now present an experimental study demonstrating the effectiveness of Pac-Sim in

handling the variability caused by dynamic hardware events by specifically considering

the case of DVFS-optimized workloads. In our experiments, we evaluate the performance

of the benchmarks by comparing the results of Pac-Sim with the baseline while changing

the frequency at predetermined intervals; however, just like in actual DVFS-optimized

executions, the information on the frequency changes is not available to the simulator a

priori. In order to evaluate the performance of Pac-Sim, we consider a DVFS scenario in

which the processor frequency { switches among a fixed range of values, i.e., { ∈ {1.33

GHz, 2.00 GHz, 2.66 GHz} as shown in Figure 5.15c.

For this scenario, we measure the aggregate giga/billion instructions per second (GIPS)

values obtained from both the full detailed simulation and Pac-Sim over the entire ex-

ecution. The findings of our experiment are presented in Figure 5.15. We observe that

the GIPS values obtained from both the full simulation (Figure 5.15a) and Pac-Sim

(Figure 5.15b) exhibit a great deal of similarity, indicating Pac-Sim’s effectiveness in

estimating the performance of a dynamically optimized workload with a high level of

accuracy. Furthermore, our findings reveal that Pac-Sim simulates only a small fraction
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Figure 5.15: The aggregate giga (billion) instructions per second (GIPS) of the full run
(a), reconstructed GIPS using Pac-Sim (b), and the varying CPU frequency for all CPUs
(c) 644.nab_s.1 benchmark with train inputs running 8 threads. The shaded regions
in (b) represent the regions simulated in detail. The figures share the same x-axis.
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Figure 5.16: The figure shows the absolute difference in performance (in terms of
runtime) for NPB benchmarks using class A inputs and 8 threads with (w/) and without
(w/o) SSE2 simulated in detailed mode and with Pac-Sim.

of the entire application in detail (depicted by shaded regions in Figure 5.15b). No-

tably, most of the detailed simulation occurs either at points of change in the phase

behavior of the application or hardware states. This demonstrates that Pac-Sim can use

this information to identify a minimal representative subset for applications using online

analysis.
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5.5.2.3 Hardware-Software Co-design

Hardware-software co-design is an emerging field of study that optimizes the system per-

formance by concurrently designing the compiler and hardware components of a system

to exploit the synergy between the two. Prior works [160, 161, 162] have investigated

several directions in this context. To identify the most effective strategies, hardware-

software co-design research relies on fast and accurate architectural simulation method-

ologies to explore the design space efficiently. However, among existing methodologies,

the profile-driven methodologies [20, 34] incur significant profiling and preprocessing

costs, as shown in Figure 5.2, whereas the statistical sampling methodologies [2, 146]

(which do not rely on preprocessing) have low speedups.

Pac-Sim addresses these issues by sampling and analyzing the regions online. Thus,

it incurs no additional profiling cost if new compilers are used or new applications are

generated, enabling fast and efficient exploration of hardware-software co-design space.

To demonstrate the effectiveness of Pac-Sim in this regard, we now present a perfor-

mance evaluation study of the NPB benchmarks under different compiler optimization

techniques. We study the impact of SIMD (Single Instruction, Multiple Data) opti-

mizations on the generated binaries using both Pac-Sim and full detailed simulations.

SIMD-enabled processors are equipped with special-purpose registers that can simul-

taneously load multiple machine words and perform operations on them in parallel in

order to improve processor performance. For instance, the Streaming SIMD Extensions

2 (SSE2) instruction set uses 128-bit XMM registers to process packed data elements at

once.

In our experiments, we measure the performance improvement (in terms of runtime)

obtained by enabling SSE2 and compare it against the baseline. The results of our

simulations are presented in Figure 5.16. We observe that the average difference in

the performance improvements obtained from full detailed mode and Pac-Sim is 3.65%.
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Specifically, Pac-Sim reveals the performance effects of SIMD instructions. For example,

some benchmarks achieve a significant speedup over the baseline as these applications

meet the icc vectorization criteria [163]. ft calculates a 3D fast Fourier transform, and

its innermost loop consists of multiply-add statements with contiguous memory accesses

and no data dependency. On the other hand, is, which uses the quick sort algorithm, is

hard to vectorize. The SIMD overheads resulting from register transfer costs exacerbate

the overall application performance.

5.6 Related Work

We have discussed the most relevant previous works in Section 4.2. Sampled simulation

has been an active research area for several decades, and several techniques were pro-

posed [2, 8, 20, 27, 30, 32, 33, 34, 43, 78, 80, 164] in this direction for different workload

classes primarily for the reduction of simulation time and resources. Analytical modeling

is yet another solution to evaluate a complex workload quickly. Prior works proposed

analytical models to derive the performance of processors [84, 85], cache miss rates [86],

branch miss rates [87], DVFS performance [165], etc. However, analytical performance

modeling can be limited in supporting new designs, requiring new models for each.

5.7 Conclusion

In this work, we propose a novel methodology, Pac-Sim, that allows for the sampled

simulation of dynamic software that responds to workload and run-time execution con-

ditions. Pac-Sim is the first, to the best of our knowledge, to propose a sampling solution

that simulates these dynamic conditions in both a fast (up to 523.5× speedup, 210.3×

on average) and accurate way (average errors of 1.63% and 3.81% for statically and

dynamically scheduled benchmarks, respectively).



Chapter 6
XPU-Point: Simulator-Agnostic Sample
Selection Methodology for Heterogeneous
CPU-GPU Applications

Reality is merely an illusion, albeit a very persistent one.

— Albert Einstein

The end of Dennard scaling has driven chip design towards multi-core and heterogeneous
architectures. As multi-core architectures are reaching their scaling limits, the focus has been
pivoted to heterogeneous architectures. However, performance evaluation of heterogeneous
systems using full-program simulations is prohibitively slow. We introduce XPU-Point,
a novel methodology to identify representative regions within heterogeneous CPU-GPU
workloads, enabling fast and accurate performance evaluation through sampled simulations.

6.1 Introduction

Computation exists everywhere in this era, spanning from large-scale systems to low-

power devices and mobile CPUs. There has been a profound increase in the demand
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XPU-Pin

Pin tool (x86 CPU)

GTPin tool 
(Intel GPU)

NVBit tool 
(NVIDIA GPU)

x-Instrument tool 
(x-Accelerator) …

Event callbacks

Figure 6.1: A high-level schematic of XPU-Pin. The x86 CPU instrumentation tool Pin
interacts with GPU instrumentation tools (like GTPin and NVBit) for event-based call-
backs. Integration with similar tools for other hardware components (x=TPUs, NPUs,
accelerators, etc.) is feasible. The simulation phase (not shown), which is performed
using a variety of tools, is handled separately.

for high-performance computing (HPC) resources in recent years [166]. However, the

limitations of multi-core architectures to scale due to the associated power and thermal

constraints (power wall) restricts their ability to deliver significant performance improve-

ments [167, 168]. This has resulted in a shift toward domain-specific architectures and

accelerators like GPUs [169], TPUs [170], and FPGAs [171]. Embracing heterogene-

ity in architectures is one way forward for continued performance improvements [12]

to meet these growing computational demands. The use of a combination of architec-

tures is needed to continue to scale the performance of future systems [172], to achieve

accelerator-level parallelism [173].

The prevalence of CPU-GPU architectures in heterogeneous computing arises from their

ability to address the evolving demands of modern workloads, coupled with their well-

established programming models and their ability to exploit parallelism at a massive

scale. GPUs have emerged as the most widely used general-purpose accelerators in mod-

ern data centers [53] and supercomputers [54] that accelerate massively parallel big data

analysis [55, 56] and machine learning [57, 58] workloads. While previous works have

investigated characterizing workloads that consist of CPU components [2, 20, 30, 32, 34]

and GPU [45, 46, 59, 60] components independently, as well as their comparative anal-

yses [61], hybrid solutions that support analysis and workload reduction, like sampling,

for multiple types of heterogeneous workloads, from CPUs, GPUs, and even custom
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Figure 6.2: The wall time (in seconds) for evaluating realistic heterogeneous CPU-GPU
workloads such as SPEChpc 2021 benchmarks (tiny set) using ref inputs and PyTorch
Inference runs. Benchmarks were evaluated in (a) native run, (b) profiling using XPU-
Point, (c) parallel simulation of the representative regions identified using XPU-Point
(mean wall time with error bars indicating the shortest- and longest-running regions),
and (d) full-detailed simulation. The experiments are conducted on machines that use
Intel Sapphire Rapids CPU and Intel Ponte Vecchio GPU. The simulation wall times
are estimated using the simulation rate of gem5 [6] and Accel-Sim [7]. im=Imperative,
ts=TorchScript.

hardware accelerators (like FPGAs), have not yet been identified. Given the importance

of these workloads, from HPC systems to data center use, simulation of heterogeneous

workloads is key to understanding the interactions between compute components and

how these interactions can affect overall runtime performance.

The growing significance of heterogeneous computing architectures necessitates a refined

approach to performance analysis. While GPUs have become indispensable for accelerat-

ing workloads like AI training and inference, the CPU plays a critical role in scheduling

tasks and managing memory. A performance bottleneck within the CPU can have a

cascading effect, given Amdahl’s law [174], impacting overall system performance. Prior

works [175] discuss the shortcomings of traditional GPU-centric analysis methods that

overlook the role of the CPU in data movement and task management. Sampled simu-



120XPU-Point: Simulator-Agnostic Sample Selection Methodology for CPU-GPU Applications

lation techniques, while prevalent for independent CPU and GPU performance analysis,

suffer limitations when applied to tightly coupled CPU-GPU systems. Such simulations

or performance analyses often neglect the effects of inter-core communication and cache

coherency, that significantly impact the microarchitectural state. Additionally, they may

not accurately capture synchronization behavior, leading to unrealistic execution order

and resource usage.

Existing instrumentation and analysis tools are insufficient to capture the interactions

between CPU and GPU in heterogeneous applications. While there are instrumentation

and analysis frameworks for CPUs, such as Pin [116] or DynamoRIO [176, 177] for x86

programs, and for GPUs, such as GTPin [81] for Intel GPU programs and NVBit [178] for

NVIDIA GPU programs, there is no framework for co-analysis of CPU and GPU code.

In this chapter, we introduce XPU-Pin, a novel framework designed to bridge this gap

by enabling simultaneous analysis of both CPU (x86) and GPU (Intel, NVIDIA) code.

XPU-Pin has a Pin-based driver that loads the GPU tool library (GTPin or NVBit)

explicitly and triggers it, as shown in Figure 6.1. CPU and GPU analyses can thus

be integrated within the same environment, simplifying development and allowing for

a unified and more accurate analysis. Additionally, the GPU tool can trigger functions

registered by the driver on certain GPU events, such as the start or end of a GPU kernel.

The CPU and GPU tools can thus coordinate their analysis around GPU events.

Evaluating the performance of large workloads on heterogeneous systems presents sig-

nificant challenges due to long simulation times, which can take several months or years,

as illustrated in Figure 6.2. Training large language models (LLMs) with multi-billion

parameters, like GPT-4 [179], LLAMA2 [180], or Gemini [181], can take several months,

while the inference runs may take several seconds even on powerful hardware [182, 183].

Simulation serves as a powerful tool for architects to explore potential hardware improve-

ments that suit certain workload types. However, simulating such workloads in their
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entirety can be prohibitively long. Workload sampling stands as a popular technique for

CPUs [2, 8, 20, 32, 33] and GPUs [16, 45, 46, 59], presenting a compelling solution by

selecting a representative subset of the workload for detailed simulation. This approach

delivers substantial speedups while maintaining accurate performance measurements.

However, there are currently no established sampling solutions that apply to hetero-

geneous workloads. We build on XPU-Pin to propose XPU-Point, a unified sampling

solution for heterogeneous workloads that can accurately build a representative sample

for the fast and accurate performance analysis of the workloads. Through XPU-Point, we

propose a comprehensive methodology across a broad spectrum of real-world workloads,

from scientific simulations to artificial intelligence. This enables computer architects and

performance researchers to quickly estimate the performance of long-running, heteroge-

neous workloads using sampled simulation on existing simulators [97, 135] which was

not possible before.

The accuracy of the XPU-Point methodology is assessed (sample validation) based on

sampling errors – the difference between the full workload performance and the per-

formance extrapolated from the samples. Traditionally, sample validation is performed

based on a detailed, and slow, timing simulation platform. We have identified two is-

sues with simulation-based sample validation (i) it assumes that an accurate simulator

for the target system is available which is not the case in the early stages of system

design and (ii) it requires simulation of the entire test program to get the full workload

performance which can be impractically slow as illustrated in Figure 6.2. We instead

separate sample validation from simulation and perform the validation on real hardware

with XPU-Timer (Figure 6.3). Using XPU-Timer, sample validation can be performed

at near-native speed, whereas simulation-based validation can be significantly slower.

The high-level overview of the entire framework is shown in Figure 6.3. The focus

of XPU-Point methodology is on selecting samples for simulation and validating those
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Figure 6.3: The end-to-end workflow of the XPU-Point methodology to sample het-
erogeneous workloads. XPU-Point uses XPU-Profiler to capture execution profiles of a
heterogeneous workload. Once the representative regions (samples) are identified for the
workload, their performance, as estimated by XPU-Timer (or a heterogeneous simula-
tor), is extrapolated and compared with that of the full workload to validate the sample.

samples in a simulator-independent manner. The samples can be used to drive simulation

using the platform of choice. Leveraging XPU-Point samples for simulation is left for

future work.

In this work, we make the following contributions:

i. We propose XPU-Point, a methodology that goes beyond prior workload sampling

techniques to be the first to allow for the support of heterogeneous applications.

This enables researchers to conduct a unified and accurate performance evaluation

of large-scale applications through sampled simulation.

ii. We introduce XPU-Pin, an instrumentation framework that we developed in this

work to evaluate heterogeneous CPU-GPU applications. XPU-Point is built upon

XPU-Pin, and supports both Intel- and NVIDIA-based CPU-GPU workloads.

iii. We experimentally assess the efficacy of XPU-Point in terms of sampling accuracy

and potential simulation speedup of CPU-GPU workloads on various hardware

platforms using our XPU-Timer tool instead of using a simulator.We have open-
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sourced the XPU-Pin framework and the XPU-Point project on GitHub [184].

iv. We extensively evaluate XPU-Point across several heterogeneous workloads, in-

cluding industry-standard benchmarks such as SPECaccel 2023, SPEChpc 2021,

AutoDock, GROMACS, and PyTorch inference demonstrating high accuracy (ab-

solute sampling errors less than 5%).

The rest of the chapter is organized as follows. In Section 6.2 and Section 6.3, we discuss

the background and challenges involved in the performance evaluation of heterogeneous

workloads on modern architectures. Section 6.4 presents the XPU-Point methodology in

detail. We then describe the experimental infrastructure in Section 6.5, followed by an

extensive evaluation of XPU-Point in Section 6.6 along with case studies to demonstrate

the applicability of the proposed methodology. Finally, we present the related work in

Section 6.7 and conclude the chapter in Section 6.8.

6.2 XPU-Pin Framework

In this section, we explore prominent solutions for binary instrumentation, along with

insights into programming models designed for heterogeneous workloads. We also delve

into the development of XPU-Pin, a tool we specifically built to facilitate the co-analysis

of CPU-GPU heterogeneous workloads.

6.2.1 Instrumentation and Analysis Tools

6.2.1.1 Intel Pin

Pin [116] is an x86 binary instrumentation framework that allows users to write Pin

tools, which are C/C++ programs specifying analysis to be done at certain points (for

example, every instruction, basic block, etc.) in program execution. Pin works in two

modes, namely JIT mode and Probe mode. JIT mode works by loading an input x86

binary in memory and translating (just-in-time) its x86 code into x86 code to another
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region of memory called the code cache. The translation overhead in the JIT mode

can result in a 40% slowdown [185] in performance even without instrumentation taking

place. The slowdown and performance perturbation can be exacerbated further by the

additional analysis routines. In contrast to JIT mode, probe mode works by loading an

input x86 binary in memory and patching the code at certain probe points as specified

by the Pin tool. Probe mode does not translate the code, but instead redirects the code

inline to analysis routines. In general, Probe mode demonstrates lower overheads at the

cost of programmer effort.

6.2.1.2 Intel GTPin

Intel’s GPU instrumentation framework, GTPin [81], works by inserting analysis code

into the GPU program via GTPintools as shared libraries. The Intel Graphics compiler

generates code for the specific Intel GPUs at run time. GTPin then dynamically adds

extra code specified by a GTPintool into the generated code. This modified code is

then offloaded to the GPU and runs there. Any results created by the extra GTPintool

code are stored in a memory buffer, and that buffer is processed on the CPU at various

synchronization points.

6.2.1.3 NVIDIA NVBit

NVBit [178] is a dynamic binary instrumentation framework for NVIDIA GPUs that

works on the Linux operating system. It provides a high-level Application Program-

mer’s Interface (API) for writing instrumentation tools as Linux-shared libraries. A tool

library is injected in a GPU application using the LD_PRELOAD [186] feature in Linux.

NVBit tools can inspect and modify the NVIDIA GPU assembly code (SASS) of GPU

applications without requiring recompilation.
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6.2.1.4 Implementation of XPU-Pin Framework

Existing tools mainly focus on either CPU or GPU components of an application due to

the limitations of traditional instrumentation tools. Intel Pin [116] and DynamoRIO [176,

177] are used to analyze CPU applications, while GTPin [81] and NVBit [178] are used

for GPU kernel analysis. In contrast, our newly designed framework, XPU-Pin, allows

users to analyze and instrument heterogeneous CPU-GPU workloads with a single tool.

XPU-Pin starts as an x86 analysis tool based on Pin (either JIT or Probe mode) and

then invokes the GPU analysis shared library. The straightforward approach of linking

in a GPU analysis library is not an option, as Pin requires all the libraries a Pin tool

uses to be built with a special Pin runtime provided. Modifying GPU analysis tools

to use special Pin runtime can be restrictive and not practical with a large number of

legacy GPU analysis tools. For Intel GPUs, an alternative to linking in a GTPin tool

library is to explicitly load it at runtime from the driver Pin tool. However, this re-

quires using dlopen() from the the application’s runtime instead of Pin runtime. For

NVIDIA GPUs, the NVBit analysis framework utilizes the LD_PRELOAD feature to

inject itself into the application. This mechanism remains effective when combined with

x86 Pin. CPU and GPU analyses can thus be integrated within the same environment,

simplifying development and allowing for a unified and more accurate analysis.

Legacy GPU analysis tools can thus be executed unmodified with x86 CPU analysis

using Pin (either using dlopen or LD_PRELOAD). For coordinated CPU and GPU

analysis, GPU analysis tools can implement an optional callback handler registration.

When the Pin driver explicitly loads the GPU analysis library, it calls this registered

handler. The GPU tool then uses this handler to obtain and store pointers to Pin driver

functions, which it can later invoke in response to specific GPU events (like kernel start

and end). This mechanism enables CPU and GPU tools to synchronize their analysis

based on these GPU events. Figure 6.4 shows the control flow for an XPU-Pin tool
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xpu-pin-driver.so

dl_open (GPUAnalysis.so)
[optional]
GPUAnalysisRegisterCallbacks (
callback_on_kernel_build, 
callback_on_kernel_run, 
callback_on_kernel_complete)

[GT-Pin only]
GTPin_Entry (argc_gtpin, argv_gtpin)

[optional]
GPUAnalysisRegisterCallbacks (..)

OnKernelBuild
• cpu_callback_on_kernel_build (kernel_name)
OnKernelRun
• cpu_callback_on_kernel_run (kernel_name)
OnKernelComplete
• cpu_callback_on_kernel_complete (kernel_name)

[GT-Pin only]
GTPin_Entry (..)

<start GPU analysis>

GPUAnalysis.so

Figure 6.4: The control flow of XPU-Pin co-analysis tool for an x86 CPU and Intel
GPU or NVIDIA GPU.

combining x86 Pin tool (xpu-pin-driver.so) and GTPin analysis tool (GPUAnalysis.so).

Including a GPU analysis library can inadvertently cause the CPU analysis tool to treat

it as part of the application. To prevent this, the CPU tool must explicitly exclude

it from instrumentation. The XPU-Pin framework provides an API enabling the CPU

analysis tool to retrieve the name of the GPU analysis library for this purpose.

6.3 The Imperative For Efficient Simulation of Heteroge-

neous Systems

This section highlights the need for efficient methodologies to evaluate the performance

of large workloads running on heterogeneous computing systems in a fast and accurate

way.

6.3.1 The Trend Towards Heterogeneity

The traditional Moore’s law [9, 187] driven performance improvements have diminished

in recent years [188]. Furthermore, multi-core scaling may be reaching its limits due to

power constraints [167]. This marked a significant shift towards heterogeneous architec-

tures, primarily driven by the increasing complexity and computational demands posed

by artificial intelligence (AI) workloads. As the demand for high-performance computing

(HPC) systems and data centers continues to grow, understanding and optimizing the



6.3 The Imperative For Efficient Simulation of Heterogeneous Systems 127

performance of applications running on heterogeneous architectures becomes critical.

The coexistence of multiple processing units, such as CPUs and GPUs, in these systems

(typically known as an XPU) has become a standard of modern computing.

6.3.2 Limitations of Traditional Analysis Methodologies

Traditional heterogeneous systems tend to underutilize the available computing power of

CPU and GPU resources [189, 190]. Most traditional heterogeneous applications use the

CPU to schedule computing tasks for accelerators like GPUs. While the highly parallel

computation happens in the GPU, the CPU waits, causing the CPU cycles to be wasted.

However, this may not be the case with emerging applications that may fully utilize the

CPU resources by executing tasks concurrently on the CPU and GPU. Independent per-

formance evaluations of CPU and GPU using simulation techniques can yield misleading

microarchitectural state estimations, especially in tightly coupled systems. These eval-

uations cannot accurately capture the shared memory and cache access patterns, which

are influenced by the underlying cache coherency protocols. This independent analysis

can lead to inaccurate microarchitectural states due to the misrepresentation of syn-

chronization between the processing units. Consequently, resource usage and execution

order might be misrepresented. Therefore, co-analysis and co-simulation techniques are

essential for accurate microarchitectural state evaluation in CPU-GPU systems.

6.3.3 Effective Sampling of Heterogeneous Workloads

There are several methodologies that address the problem of sampling single-threaded [2,

20, 27] and multi-threaded [8, 32, 33, 34, 43] CPU workloads. There are several sampled

simulation techniques that consider GPU workloads [16, 45, 46, 59, 60, 82, 83] to speed

up GPU-only simulation. Among the prior works for the sampled simulation of GPU

workloads, Kambadur et al. [59] proposed a GTPin-based methodology for the sample

selection of Intel GPU workloads. The methodology utilizes basic block information
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(along with other program features) to characterize program execution. Prior works

like TBPoint [45] and PKA [46] utilize handpicked feature vectors, including kernel size

and control flow divergence, to classify similar GPU regions. Photon [16] employs a

cluster-based summarization technique that groups similar warps based on their behav-

ior and constructs basic block vectors (BBVs) for each cluster by aggregating individual

warp profiles and concatenating them. All these works consider GPUs as independent

computing units, which rely on the assumption that the heterogeneous workload could

be divided into CPU-only and GPU-only components. Under this assumption, the total

execution time of the heterogeneous application can be calculated by summing up the

CPU execution time, GPU execution time, and the data transfer time between CPU and

GPU. However, this assumption may no longer be valid for emerging workloads. Inde-

pendent analyses may result in inconsistent timings for workload-specific CPU and GPU

events, such as kernel launches, memory allocations, and warp divergence. Therefore, a

combination of CPU-only and GPU-only sampling methods for heterogeneous systems

could lead to inaccurate performance measurements.

6.3.4 Effects of Microarchitectural Warmup

In sampled simulation, microarchitectural warmup is necessary to ensure the simulated

microarchitecture reflects a realistic state prior to detailed performance measurements.

Previously proposed microarchitecture warmup methodologies [5, 88, 91, 92] enable the

detailed simulation of the regions of interest starting at the right state. Warmup method-

ologies can be categorized into functional warming and statistical warming. Functional

warming techniques [32, 33] rely on actual program execution, whereas statistical warm-

ing [5, 88, 91, 92] leverages profiling tools to gather memory access information.

XPU-Point provides a framework for collecting memory access information necessary

for developing integrated CPU-GPU warmup methodologies in heterogeneous systems.

Architects tend to integrate computing devices like CPUs and GPUs to share L3 cache,
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Figure 6.5: The workflow of XPU-Point methodology to capture representative regions
(or ROIs) along with their corresponding weights suitable for the sampled simulation of
heterogeneous workloads.

memory, etc., for higher throughput. For instance, NVIDIA Grace-Hopper [191] utilizes

a CPU-GPU coherent memory model, while Apple’s M-series processors deliver CPUs

and GPUs on the same die that share memory. The trend towards tightly coupled CPU-

GPU computing will continue, especially with the advancement in interconnects (like

CXL [192] and NVLink [193]) and chiplet-based [194] IC packaging [195] technologies.

This enables the tight integration of CPUs and GPUs within a single package, as seen

in Intel’s Lunar Lake architecture [196] or AMD’s Exascale Heterogeneous Processor

(EHP) architecture [99, 197, 198]. XPU-Point can be extended to gather shared mem-

ory access patterns, enabling the generation of combined warmup data that addresses

this crucial requirement in integrated GPU systems. Multi-GPUs are widely used in

high-performance computing [199] and large language models (LLM) [200] to accelerate

their applications. In multi-GPU systems, CPUs coordinate the interaction between the

GPUs. In this context, XPU-Point may be extended to collect warmup data to enable

accurate sampled simulation of multi-GPU systems.

6.4 XPU-Point Sample Selection Methodology

In this section, we introduce XPU-Point, a novel methodology to sample heterogeneous

CPU-GPU workloads. To the best of our knowledge, XPU-Point represents the first

solution to efficiently co-sample heterogeneous workloads. The overall workflow for the

XPU-Point methodology is outlined in Figure 6.5. The methodology relies on our XPU-
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Profiler to generate the combined execution signature vectors of CPUs and GPUs. These

heterogeneous execution vectors are clustered to identify representative regions that can

be used for simulation-based performance evaluations of future heterogeneous architec-

tures.
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Figure 6.6: A comparison of the hierarchical structures used in CUDA and SYCL
programming models to distribute kernel execution tasks, showing the level of granularity
at which work is assigned to the execution units. CUDA primarily utilizes the SIMT
execution model, while in SYCL, underlying architecture and implementations determine
the execution model.

6.4.1 Workload Distribution on GPUs

GPUs follow a hierarchical structure in both their hardware and programming models to

efficiently manage the massive number of threads. For example, NVIDIA GPUs typically

comprise multiple Streaming Multiprocessors (SMs), with each SM containing several

CUDA cores. To leverage the parallel architecture of NVIDIA GPUs, several threads

(usually 32 or 64 threads) are grouped into a warp (or wavefront). NVIDIA GPUs

primarily utilize a Single Instruction, Multiple Thread (SIMT) [201] model of CUDA,

where threads within a warp share the same program counter (PC) and consequently

execute the same instruction concurrently on the same CUDA core. Furthermore, mul-

tiple warps are grouped into thread blocks, which are then scheduled for execution on

the same SM and utilize the shared cache. The GPU kernels (functions offloaded to the

GPUs for parallel processing) are structured as Grids to orchestrate the execution across

all thread blocks.
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The concept of work groups in SYCL directly maps to how Intel’s Xe [202] cores dis-

tribute tasks. Work-groups, analogous to thread blocks, group a defined number (SIMD-

width) of threads for cooperative execution and data sharing. Intel GPUs typically em-

ploy a more flexible SIMD (Single Instruction, Multiple Data) [203] model redesigned

for high performance [204] on Intel GPUs in the SYCL programming model. This means

that threads within a work-group can execute a single instruction on multiple data el-

ements simultaneously. Work-groups are subdivided into sub-groups (similar to warps)

that share resources like local memory. Execution occurs on Vector Engines (VE) within

the Xe cores. SYCL employs queues to manage the submission of work-groups for ex-

ecution on the VE. ND-range defines the high-level structure of the kernel for parallel

execution across the processing elements, specifying a multidimensional grid of thread

blocks to be launched on the GPU. Figure 6.6 shows the workflow of a GPU kernel

execution on Intel and NVIDIA systems.

XPU-Point takes into account both CUDA and SYCL programming models to represent

the amount of execution done by the device. The execution in traditional CPU workloads

can be quantified by the number of instructions or basic blocks (code blocks that have

single entry and exit points) executed by each thread. In this work, we adopt a similar

approach to quantify the execution of GPUs. However, GPU execution differs due to

the SIMT/SIMD paradigm, where multiple threads or work-items collaborate to execute

an instruction. To account for this, XPU-Point leverages warps or subgroups as the

fundamental unit of execution on GPUs, analogous to instructions on CPUs.

6.4.2 Slices of Heterogeneous Applications

A slice (or region) represents a chosen segment of the application’s execution flow gen-

erated by splitting the application at a well-defined point. For a slice to be effective for

workload characterization, it must be repeatable across multiple runs of the application

to ensure consistency in the behavior for accurate sampled simulation and performance
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Figure 6.7: The representation of a slice (or region) in XPU-Point. A slice is defined
as the execution window between consecutive kernel calls within a heterogeneous appli-
cation.

evaluation. Traditional CPU workload sampling methodologies such as SimPoint [20],

BarrierPoint [34], and LoopPoint [8] identify slices based on repeatable program con-

structs. Simpoint, for instance, focuses on identifying intervals based on fixed-size in-

structions. Meanwhile, BarrierPoint and LoopPoint target regions that are delineated

by synchronization barriers and loops, respectively. Previously proposed sampled sim-

ulation techniques for GPU workloads [16, 45, 46] focus solely on the GPU kernels,

completely ignoring any interactions with the CPUs. In this work, we propose a novel

approach for slice identification, which is a contiguous code segment that spans from the

end of one kernel call to the end of the subsequent kernel call, as shown in Figure 6.7.

Therefore, the slice of a heterogeneous application includes both CPU and GPU execu-

tion. Similar to loops in LoopPoint or inter-barrier regions in BarrierPoint, the slices

identified by XPU-Point are repeatable across multiple executions on platforms with

similar compute capabilities.

6.4.3 Capturing Heterogeneous Execution Profiles

Understanding execution profiles within CPU-GPU systems demands a comprehensive

representation that integrates execution profiles from both processing units. Tradition-
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ally, the classification of regions based on the similarity of the code executed [18, 19]

works well for CPU workloads. The regions are represented as basic block vectors

(BBVs), which comprise basic blocks and their frequency. A number of prior works on

selecting representative regions of a workload have been built on this idea of representing

regions using code signatures. In the case of multi-threaded workloads where threads

split the work to execute on multiple cores, the amount of work done by the threads

is represented by concatenating the BBVs of each thread. Concatenating BBVs across

CPU and GPU threads is evident to be a promising technique, as it merges CPU thread

profiles with detailed GPU data, including both global and individual thread profiles.

Prior works show that concatenating per-thread profiles to form CPU BBV [8, 34, 164]

or per-warp profiles to form GPU BBV [16] leads to the accurate representation of

thread-level parallelism.

In this work, we devise a technique to represent the heterogeneous regions of the work-

load. We utilize XPU-Profiler, the profiling tool that we built upon XPU-Pin, to si-

multaneously generate BBVs for CPU and GPU execution. Within this framework, we

refer to CPU BBVs as those derived from program execution on the CPU, while GPU

BBVs refer to those obtained during program execution on the GPU. We demonstrate

that concatenating all GPU warps (or sub-groups) is efficient in representing the GPU

BBV. By concatenating the CPU BBV and GPU BBV forming XPU-BBV (shown in

Figure 6.8), we construct a unified representation that captures the behavior of a hetero-

geneous region. Previous studies [8, 34] have demonstrated that concatenating feature

vectors effectively captures individual thread behavior.

6.4.4 Selecting the Representative Slices

Representing the sheer number of GPU threads (or warps) in an XPU-BBV leads to

a significant increase in vector dimensionality, resulting in the curse of dimensional-

ity [205]. This phenomenon slows down clustering algorithms, which are critical for
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Figure 6.8: The concatenation of CPU and GPU BBVs into a longer, combined XPU-
BBV that represents a heterogeneous region in XPU-Point methodology.

identifying representative regions from the profile data. To address this challenge, we

employ traditional dimensionality reduction techniques such as random linear projec-

tions. The algorithm selected for a desired level of dimensionality reduction is pivotal

in minimizing information loss within the profile data [206]. This ensures that the re-

sultant lower-dimensional space retains the vital characteristics necessary for accurate

workload characterization. Due to the differences in magnitude between CPU and GPU

dimensions, these feature vectors need to be projected separately. Further, we employ k-

means clustering algorithm [76] to cluster these heterogeneous regions as represented by

the lower-dimensional BBVs. The region closest to the centroid of each cluster serves as

the representative of the cluster [20]. Advances have been made in program representa-

tion using execution embeddings [207] and in clustering using deep neural networks [208].

We believe that such improvements are orthogonal to the basic idea of XPU-Point and

can be incorporated here.

6.4.5 Sample Validation and Tuning

The representativeness of the regions selected using the proposed methodology needs

to be validated. Sample validation, employing real hardware measurements like those

demonstrated in prior works [60], can be leveraged here. To validate the representative-

ness of the selected slices within heterogeneous workloads, we introduce XPU-Timer, a

tool built upon XPU-Pin. XPU-Timer leverages the x86 rdtsc instruction to provide

system timestamps (TSCs) at critical points during the native execution of the work-
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load: program start, program finish, and the boundaries of each predefined slice. These

timestamps allow us to extract the execution time for each representative slice. By

weighing these region execution times with their corresponding weights, we extrapolate

the execution time of the entire program. The difference between the full execution time

measured and the extrapolated time is known as the sampling error (or prediction error).

A lower sampling error indicates a more accurate selection of representative slices.

6.4.6 Estimating the Full Application Performance

Microarchitecture simulation and exploration greatly benefit from sampling large, het-

erogeneous workloads. Instead of simulating entire workloads for microarchitecture ex-

ploration, which is computationally expensive, representative slices of the workload can

be simulated rapidly. These slices capture the complex characteristics of heterogeneous

workloads, enabling researchers to explore how future microarchitectures can be opti-

mized for such workloads.

XPU-Point identifies representative slices of a heterogeneous workload that can be used

for detailed cycle-level or cycle-accurate microarchitecture simulations. The regions can

also be simulated on execution-driven heterogeneous simulators like Multi2Sim [96] and

gem5-gpu [97]. We would like to point out that the XPU-Pin framework can be used

for heterogeneous trace generation to support trace-driven simulators like MacSim [95].

Accurate performance measurements in sampled simulations rely on a warmed-up mi-

croarchitectural state before detailed simulation. However, warmup reconstruction for

heterogeneous systems remains an open research area. As this falls outside the scope of

our current work, we will not explore it further in the chapter.
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6.5 Experimental Setup

Establishing the fidelity of workload sampling techniques – the ability to accurately rep-

resent full program behavior using the selected sample set – is essential. Simulation-based

performance comparisons are typically employed to assess this characteristic. However,

this approach is impractical for large, heterogeneous workloads. Thus, we follow a hybrid

evaluation approach by employing simulation-based performance evaluation for shorter

applications and hardware-based performance measurement using XPU-Timer for all

applications.

For our evaluation, we use a combination of standard heterogeneous benchmarks as well

as real-world HPC and AI workloads that use both CPUs and a GPU for computation.

We evaluate SPECaccel 2023 [209] benchmarks and SPEChpc 2021 [210] benchmarks,

along with real-world workloads like AutoDock [211, 212, 213], GROMACS [214], and

PyTorch [215] inference runs.

Table 6.1: The combinations of CPUs and GPUs for Intel- and NVIDIA-based systems
used to evaluate XPU-Point methodology.

CPU GPU

Intel Alder Lake [216] Intel Discrete Graphics 2 (DG2)
Intel Alder Lake Intel Iris Xe (integrated)
Intel Ice Lake-SP [217] Intel Ponte Vecchio (PVC) [218]
Intel Sapphire Rapids [219] Intel Ponte Vecchio (PVC)
Intel Cascade Lake [220] NVIDIA A100 [221]
Intel Skylake [222] NVIDIA GeForce GTX 1080
Intel Skylake NVIDIA TITAN Xp

Further, we also evaluate all of the workloads with XPU-Timer using native hardware

runs on both Intel-GPU-based and NVIDIA-GPU-based heterogeneous systems, and,

therefore, we separately compile the benchmarks suitable for these systems. For Intel-

based systems, we use Intel’s oneAPI [223, 224] toolkit to build the benchmarks, whereas

for NVIDIA-based systems, we use the NVIDIA CUDA toolkit [225]. The machines that
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we used for our evaluation are listed in Table 6.1. Our focus is on demonstrating the

methodology’s efficacy across heterogeneous workloads on both Intel-based and NVIDIA-

based GPU systems. To isolate this aspect, we present the evaluation results for each

system type in separate graphs. This approach avoids comparisons of individual machine

performance and emphasizes the broader applicability of the methodology. Given the

evaluations done in this work, we aim to show that this methodology is applicable across

other heterogeneous architectures.

6.6 Evaluation

This section evaluates the effectiveness of XPU-Point in selecting representative regions

using realistic CPU-GPU heterogeneous workloads. The aim of this work is to allow

for fast and accurate microarchitecture simulations of these workloads to explore future

heterogeneous systems.

We extrapolate the performance of the full workload from the performance of N repre-

sentative regions using the formula:

Pproj =
N∑

i=1
Pi × multiplieri,

where Pproj denotes the projected or extrapolated performance of the full workload.

In addition, Pi and multiplieri denote the performance obtained and the multiplier

associated with the representative region regioni, respectively. The multiplier of a rep-

resentative region is dependent on the number of regions that belong to the cluster that

regioni represents [34]. This formula allows us to extrapolate performance metrics like

runtime, cache behaviors, branch behaviors, and IPC for the entire workload.

Sampling Error and Speedup. We quantify the difference between the extrapolated

performance metrics and the actual measured performance of the full workload to obtain
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sampling error or prediction error [20]. We estimate the performance of the workloads

and the representative regions leveraging the system timestamp counter (TSC) on real

hardware, which is equivalent to runtime obtained through microarchitecture simulation.

The long simulation times required for full workloads make simulation-based validation

impractical for large workloads.

The sampling error ∆sample can be computed using the formula:

∆sample =
∣∣∣∣1 − Pproj

Preal

∣∣∣∣ ,

where Preal is the actual performance obtained through the measurement of the full

workload. Usually, sampling error is expressed as a percentage (error rate). This is

obtained by multiplying the absolute value of the sampling error (∆sample) by 100.

We define the speedup obtained using XPU-Point as the reduction in the amount of

work to be analyzed or simulated in detail after sampling [34]. That means,

speedup = num_slices

N
,

where N is the number of representative regions, and num_slices is the total num-

ber of slices in the entire workload. The speedup we show here is equivalent to the

serial speedup, which is achieved by simulating the representative regions sequentially.

Note that this speedup represents the minimum achievable reduction in simulation time.

The simulation of these representative regions can be parallelized, which could lead to

significantly higher speedups than the values presented here.

Cross-microarchitecture Validation. XPU-Point relies on the microarchitecture-

independent selection of representative regions. This allows researchers to profile an

application binary on one hardware and reuse the chosen regions for simulations on

different hardware within the same architecture. This is possible because XPU-Point
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Figure 6.9: The instruction split between CPU and GPU for loop executions in
SPECaccel 2023 benchmarks using train inputs.

utilizes BBVs to capture the control flow structure of the program, a characteristic in-

dependent of the underlying architecture. To verify the effectiveness of this approach

across microarchitectures, XPU-Point employs cross-microarchitecture validation. This

validation involves selecting regions on one machine using XPU-Profiler and then validat-

ing their representativeness on another machine with a different CPU-GPU combination

within the same architecture using XPU-Timer.

Runtime Overhead. XPU-Point, like other dynamic binary instrumentation tools,

introduces analysis-dependent runtime overhead. XPU-Profiler has a large overhead

due to extensive library usage and process/thread creation of large workloads. By de-

fault, it instruments all libraries, processes, and threads. However, XPU-Point offers the

flexibility to reduce the analysis overhead by instrumenting specific processes/threads

and libraries. The XPU-Timer tool employs a Pin-probes mode driver, avoiding CPU

instrumentation altogether. The GPU component of the tool utilizes low-overhead in-

strumentation to track key events like GPU initialization and kernel start/stop.

6.6.1 Comparison with GPU Sample Selection

We present a detailed analysis of SPECaccel 2023 [209], a benchmark suite with compu-

tationally intensive parallel heterogeneous applications that exercises the performance

of the accelerator (GPU in our case), host CPU, memory transfer between host and ac-

celerator, compilers, and the runtime system [226]. We used Intel x86 Sapphire Rapids

server with Intel Data Center GPU Max 1100 for this evaluation.
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Figure 6.10: The number of loops executed on CPU and GPU in SPECaccel 2023
benchmarks using train inputs.

Figure 6.10 shows the analysis of loops in the main image of the benchmarks identified

using Intel Software Development Emulator (Intel SDE) [227]. The number of loops on

the GPU was obtained using Intel GTPin [81]. For SPECaccel 2023 workloads using

CPU and GPU, we wanted to test the effect of focusing just on the GPU computation.

We tested two profilers: XPU-Profiler that collects combined CPU-GPU BBVs; and

GPU-Profiler that collects the GPU BBVs. In both the cases, the region boundaries are

kernel boundaries leading to the same number of BBVs. GPU-Profiler uses Intel GTPin

to collect per-thread BBVs for the entire computation which are copied to the CPU at

the end of each GPU kernel execution. The average slowdown of the GPU-Profiler for

SPECaccel test cases was 4.7×. XPU-Profiler on the other hand uses Pin JIT mode

instrumentation at the basic block level. Synchronization between multiple threads is

necessary in this case. The average slow-down for the XPU-Profiler for the SPECaccel

test cases was 102×.

Figure 6.11 plots the sampling errors for SPECaccel 2023 benchmarks using XPU-Point

and GPU-Point evaluations. Overall, the sampling errors with GPU-only approach

(geometric mean of 23.9%) are higher than those with the combined CPU-GPU approach

(geometric mean of 0.99%). In the case of 452.ep, focusing on just the GPU computation

in isolation predicts the overall performance with a low error (1.34%) although still

higher than the combined CPU-GPU approach (0.10%). 404.lbm demonstrates another
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Figure 6.11: The sampling errors for the SPECaccel 2023 benchmarks with GPU-only
profiles (GPU-Point) vs. CPU-GPU profiles (XPU-Point).

extreme, where the GPU-only approach only found one representative region leading to

210% sampling error. Using heterogeneous profile, 15 regions were identified by XPU-

Point leading to a much lower sampling error (0.56%).

6.6.2 Sample Validation using Native Hardware

While simulation provides a controlled environment for workload analysis, validating

samples on native hardware is often practical for large workloads. To enable this, we

employ XPU-Timer to gather precise performance metrics from native hardware execu-

tions, as mentioned in Section 6.4.5. The results of sample validation using XPU-Timer,

categorized by benchmark suite, are presented here.

6.6.2.1 SPEChpc 2021

The SPEChpc 2021 benchmark suites [210] provide application benchmarks from well-

selected science and engineering codes that are portable across CPUs and accelerators.

The suites include Tiny, Small, Medium, and Large workloads, supporting multiple

programming models and requiring varying amounts of memory and number of ranks

to run. We chose the Tiny workload (60 GB memory requirement) and limited our

testing to a single node/rank. We tested both the test and ref inputs for evaluation.

The sampling errors and speedups for the benchmarks running test inputs are shown
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Figure 6.12: The sampling errors plotted for the SPEChpc 2021 benchmarks with
test inputs from the tiny set. The benchmarks are sampled on an Intel PVC machine
are cross-validated on an Intel DG2 machine. The benchmarks were also sampled and
validated on an NVIDIA A100 machine.

in Figure 6.12 and Figure 6.13 for the Intel-based systems and NVIDIA-based systems.

Due to the huge memory requirements, we evaluated the ref input set of SPEChpc

benchmarks only on the Intel-based systems, and the sampling errors and speedups are

shown in Figure 6.14 and Figure 6.15.
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Figure 6.13: The simulation speedup plotted for the SPEChpc 2021 benchmarks with
test inputs from the tiny set. The benchmarks are sampled on an Intel PVC machine
are cross-validated on an Intel DG2 machine. The benchmarks were also sampled and
validated on an NVIDIA A100 machine.

6.6.2.2 AutoDock-GPU

AutoDock is a widely used software that performs molecular docking simulations. AutoDock

is commonly used for benchmarking and performance evaluation of heterogeneous sys-
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Figure 6.14: The sampling errors obtained for the representative regions identified for
SPEChpc 2021 benchmarks that use ref inputs from the tiny set. The representative
regions of the benchmarks are generated and validated on an Intel PVC machine.
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Figure 6.15: The speedup obtained for the representative regions identified for
SPEChpc 2021 benchmarks that use ref inputs from the tiny set.

tems. Figure 6.16 and Figure 6.17 show the sampling results obtained on Intel-based

systems and NVIDIA-based systems for AutoDock using XPU-Point. We use three dif-

ferent platforms to validate the sample selected for the AutoDock [211, 213] application

using various inputs. The SYCL implementation of AutoDock [212] is used for evaluating

Intel GPU systems.

6.6.2.3 GROMACS

GROMACS [214, 228] is a widely used open-source tool [229] for the simulation of

molecular dynamics, which uses both CPU and GPU for computation. We manually

configure the type of computation to be offloaded to the CPU and GPU, as shown
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Figure 6.16: Sampling errors for AutoDock (work-item=8) using different inputs on
Intel and NVIDIA GPU platforms.
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Figure 6.17: The speedup obtained for AutoDock (work-item=8) using different
inputs on Intel and NVIDIA GPU platforms.

in Table 6.2, and identify the representative regions. We evaluate all possible cases

of configuring GROMACS to split the computation across both CPU and GPU. The

sampling errors and speedups are reported in Figure 6.18 and Figure 6.19 for Intel-based

systems and NVIDIA-based systems. We infer that the GROMACS workload Type F,

with the most number of slices, benefits the most from the XPU-Point methodology

achieving the maximum speedup. For Type A, the regions are expected to be larger due

to the predominantly CPU-intensive nature of the workload.

Table 6.2: The classification of GROMACS based on the offloading device for the
execution of each calculation. We also use -nsteps 200 with -notunepme for all types.
The last column shows the number of slices for each type.

Type nb pme pmefft bonded update #slices

A GPU CPU CPU CPU CPU 305
B GPU CPU CPU GPU CPU 506
C GPU GPU CPU CPU CPU 707
D GPU GPU CPU GPU CPU 908
E GPU GPU GPU CPU CPU 3730
F GPU GPU GPU GPU CPU 3931
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Figure 6.18: The sampling errors for GROMACS in different settings on Intel Iris
and NVIDIA A100 using XPU-Point.
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Figure 6.19: The speedup obtained for GROMACS in different settings on Intel Iris
and NVIDIA A100 using XPU-Point.

6.6.3 Evaluation of PyTorch Inference Workloads

We evaluated PyTorch [230] inference workloads running text processing tasks using

the BERT (Bidirectional Encoder Representations from Transformers) [231] model and

image classification tasks using the ResNet50 (Residual Network with 50 layers) [232]

model. It compares performance across various configurations: data precision (BF16,

FP16, FP32, and INT8 quantization) and execution mode (imperative Python vs. pre-

compiled TorchScript). INT8 quantization represents numbers using just 8 bits, sig-

nificantly improving performance compared to higher precision formats but requiring a

pre-quantization process. These workloads were optimized with the Intel Extension for

PyTorch [215] to be evaluated on the machines with Intel PVC GPUs.

We present the sampling errors of PyTorch workloads using XPU-Point in Figure 6.20

and Figure 6.21. Profiling more libraries caused the XPU-Profiler overhead to increase as
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Figure 6.20: The sampling errors obtained for PyTorch Inference runs using XPU-
Point on Intel PVC. im=Imperative, ts=TorchScript.
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Figure 6.21: The speedups obtained during the simulation of PyTorch Inference
runs. The line graph (plotted with the secondary y-axis) shows the number of repre-
sentative regions selected using XPU-Point. im=Imperative, ts=TorchScript.

expected, as we observe for BERT_BF16_Ts, BERT_FP16_Ts, and BERT_FP32_Ts, although

the cost of profiling will be amortized over multiple simulations. In general, the profiling

and analysis of all shared libraries is necessary. To speed up the analysis, we chose to

analyze the libraries that significantly impact workload runtime.

The PyTorch workloads use a large number of libraries (more than 150), processes

(around 60), and threads (more than 100), causing a large overhead in analyzing them.

In this work, we focused on the main libraries and processes during instrumentation.
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Figure 6.22: The slowdowns (normalized with the native runtime of the application)
for PyTorch Inference runs on Intel Ponte Vecchio GPU. The slowdown in Pin-
Bare mode measures the slowdown due to running the benchmarks under Pin with
no instrumentation. To evaluate the slowdown caused by the GTPin Tool, we use a
basic instrumentation tool, Nothing. XPU-Timer uses XPU-Pin to collect the timing
information of the benchmarks. The GPU-Profiler profiles the benchmarks using GTPin
to collect BBVs. XPU-Profiler uses XPU-Pin to collect BBVs of the CPU-GPU execution
concurrently.

Figure 6.22 shows the run-time overhead of various evaluation tools used with these

workloads.

6.7 Related Work

We have discussed the most relevant previous works in Section 6.3. Workload sampling

has been an active research area for several decades, and several techniques were proposed

for CPUs [2, 8, 20, 27, 30, 32, 33, 34, 43, 78, 80, 164] and GPUs [16, 45, 46, 59, 60, 82, 83]

in this direction primarily for the reduction of simulation time and resources. Sev-

eral CPU simulators [6, 14, 93], GPU simulators [7, 98, 101, 102], and heterogeneous

CPU-GPU simulators [95, 96, 97, 99, 100, 233] are available for performance estima-

tion. However, simulating large workloads on cycle-level simulators is prohibitively

time-consuming.

Several programming models cater to heterogeneous computing, including OpenMPI [234],
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StarPU [235], OpenCL [236], OpenMP [237], OmpSs [42], CUDA [225, 238], and AMD

HIP [239]. OpenCL and CUDA are the most widely adopted programming models for

heterogeneous platforms. OpenCL is an open standard for programming heterogeneous

platforms that enables programmers to write portable code. CUDA is a vendor-specific

programming model optimized for NVIDIA GPUs, offering a suite of libraries and tools

to maximize performance. Prior works [240, 241, 242, 243] compare the performance of

CUDA and OpenCL programming models and show that the translation of one model

to another works well for various applications. SYCL [244] is a modern heterogeneous

programming model built on C++. SYCL programs are structured with two distinct

components: host code and device code (kernels) where the host code is executed

on the CPU, and the kernels execute on either the host or an accelerator (like GPU).

There are several implementations of source-to-source translation tools from CUDA to

SYCL [212, 245]. In this work, we use SYCL (Intel’s implementation [246]) and CUDA

programs to evaluate Intel and NVIDIA GPU systems, respectively.

6.8 Conclusion and Future Directions

In the wake of the ever-increasing demands of AI workloads, effectively evaluating large

workloads on heterogeneous architectures has become ever more significant. This chapter

proposes XPU-Point, a methodology for the sample selection of heterogeneous CPU-

GPU workloads. XPU-Point leverages XPU-Pin, our instrumentation framework to

combine CPU and GPU analysis. We demonstrate the accuracy and efficiency of the

XPU-Point through the evaluation of real-world heterogeneous workloads, highlighting

its ability to significantly reduce the simulation time. This work forms the basis for

selecting representatives to use in a host of simulators, from cycle-level to higher-level

architectural simulation methodologies.

XPU-Point is the first, to our knowledge, to propose a sample selection methodology tar-
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geted for heterogeneous workloads. The methodology lays a solid foundation for future

enhancements, including support for multiple accelerator types. Our current focus is on

the sample selection of workloads where the primary process manages kernel launches.

To address complex scenarios, CPU computation loops can be combined with GPU ker-

nel invocations to form repeatable code regions. Although not discussed in this chapter,

XPU-Point can be extended to support multi-GPU systems, which can be enabled by

combining synchronized region profiles from individual GPUs. As system complexity in-

creases, particularly with advanced interconnects like CXL and NVLink, system-specific

considerations become crucial for effective sampling techniques. This work assumes that

the simulator models interconnect effects, making the proposed methodology broadly

applicable.





Chapter 7
ROIperf: Rapid Validation and Iterative
Tuning of Workload Sampling Methodologies

The measure of the information content is the measure of the

degree of uncertainty or the degree of surprise.
— Claude Shannon

Accurately evaluating processor performance for future architectures on cycle-accurate sim-
ulators is time-consuming. While workload sampling offers a faster alternative, validating
the representativeness of selected regions of interest (ROIs) requires full program simula-
tions, which becomes impractical for large workloads. This work introduces ROIperf, a
framework that leverages real hardware to evaluate both the full workload and ROIs. This
allows for faster validation of workload sampling, particularly for complex, long-running
workloads.

7.1 Introduction

Cycle-accurate, detailed simulation of computer systems tends to be extremely slow,

with simulation speeds of complex, modern processor designs can be as low as a few

thousand instructions per second, that is, more than 100,000× slower than native speeds.



152 ROIperf: Rapid Validation and Iterative Tuning of Workload Sampling Methodologies

60
3.b

wav
es_

s.1

60
3.b

wav
es_

s.2

60
7.c

act
uB

SSN_s.
1

61
9.l

bm
_s.

1

62
1.w

rf_
s.1

62
7.c

am
4_

s.1

62
8.p

op
2_

s.1

63
8.i

mag
ick

_s.
1

64
4.n

ab
_s.

1

64
4.n

ab
_s.

2

64
9.f

oto
nik

3d
_s.

1

65
4.r

om
s_s

.1

65
7.x

z_
s.1

65
7.x

z_
s.2

102

104

106

W
al

l T
im

e 
(in

 se
co

nd
s)

1 minute

1 hour

1 day

1 week

Simulation ROIperf

Figure 7.1: A comparison of the total wall-time required to validate the representative
regions identified for the multi-threaded SPEC CPU2017 benchmarks using train inputs
(the gap is expected to increase for ref inputs). The bars show a comparison of the
minimum wall time taken to validate the regions (selected using LoopPoint [8] method-
ology) on a cycle-level simulator and the ROIperf framework.

Simulating large modern applications with trillions of instructions in their entirety is,

therefore, not practical when using these methods directly. Instead, simulation of regions

of interest (ROIs) from large application executions and extrapolating the full-program

performance is a standard technique employed [2, 8, 20, 30, 32, 33, 34, 65]. To gain

confidence in the extrapolated results, it is necessary to validate that the ROIs selected

closely represent full-program behavior [62, 63, 64]. Traditionally, such validation is done

by comparing the simulated performance of the entire program with the performance

extrapolated from ROI simulations. However, since full-program simulation for most

realistic applications is impractical, to begin with, such simulation-based validation is

limited to either short-running programs and/or using fast but inaccurate simulators.

Performance monitoring on native hardware offers a significantly faster alternative for

sample validation compared to traditional architecture simulators. Figure 7.1 shows

that the validation of representative regions using our proposed ROIperf methodology

can be performed at near-native speed, while simulation-based validation can take weeks

or months. Accurately identifying representative regions within an application typically
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involves iterative parameter tuning and re-validation. For example, applications like

gcc may require up to five times more representative regions than other applications, as

shown in previous works [20]. Without extremely fast techniques, it becomes impractical

to validate the efficacy of workload sampling methodologies for large-scale applications.

In this work, we aim to provide a solution to this challenge to enable rapid sample

validation without the need for long-running simulations.

Although measuring full-program performance on native hardware is well-established [247,

248], isolating and measuring the performance of specific regions of interest presents a

significant challenge. To keep simulation times in check, ROIs are often significantly

smaller than the full-program execution. These ROIs might only consist of a few million

instructions, running for just milliseconds on real hardware. Precisely gathering per-

formance data solely for the ROIs on native hardware with high fidelity is challenging.

Loop-based representations of ROIs, for instance, offer high accuracy and reproducibil-

ity [8]. However, current hardware architectures lack native support for directly identi-

fying such representation of regions. In an attempt to address this challenge, we present

ROIperf, a methodology that incorporates lightweight instrumentation to achieve the

necessary control and precision for isolating regions of interest. ROIperf utilizes Pin in

probe mode [116], which is low overhead as it operates by patching an in-memory image

of the application instead of using just-in-time (JIT) compilation, which can introduce

significant performance overheads [185] that interfere with the workload behavior. While

the instrumentation capability of a Pin probe tool is limited, its low overhead makes it

ideal as a building-block for ROIperf. ROIperf uses the Pin probe to merely hook into

the application execution at the beginning and register callbacks based on hardware

performance counters guided by the ROI specification.
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The Repeatability Challenge

Profile-based simulation region selection techniques, like SimPoint [20], typically require

at least two program executions. The first run gathers profiling data to identify the

ROIs for simulation. Subsequently, the second execution simulates the selected ROIs.

Profile-based sample selection methodologies assume identical program behavior across

executions, which is difficult to guarantee, especially for multi-threaded programs. Het-

erogeneity in hardware environments (for instance, varying ISA support leading to scalar

vs. vectorized runs), inconsistencies in system libraries, and timing-dependent control

flow (for example, work stealing in parallel applications) can all introduce discrepancies

between profiling and simulation runs.

Several works have been proposed to ensure repeatable program execution during pro-

filing and simulation. PinPlay [77] utilizes a record-and-replay framework, guaranteeing

identical behavior across analyses by capturing the entire program execution and then

performing profiling/simulation using a deterministic replay. However, PinPlay’s replay

incurs significant overhead (≈ 50× slowdown), rendering performance counter-based

evaluation inaccurate. Other efforts to improve repeatability include using static bina-

ries, checkpoints [249], or ELFies [47]. However, none of these techniques guarantee fully

repeatable execution, particularly in multi-threaded scenarios where timing-dependent

control flow and the resulting execution divergence happen more often [73, 124].

While ROIperf leverages native program execution to validate the samples or ROI, we

acknowledge the inherent challenge of guaranteeing perfect repeatability across runs.

However, the effects of this challenge can be minimized by executing both the sample

selection and ROIperf measurements in a strictly controlled environment. We describe

tests for the applicability of ROIperf prior to the measurement in Section 7.5. In our

evaluations, we find that ROIperf is effective in identifying the regions accurately in

most cases.
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Figure 7.2: An overview of the working of ROIperf framework to validate the regions
of interest (ROIs). The performance of the full workload and the ROIs are measured on
the native hardware. The extrapolated performance is compared with the performance
of the full runs to quantify the sampling error.

Contributions and Organization of the Chapter

To summarize, the chapter makes the following contributions:

1. We introduce ROIperf, a framework designed to rapidly evaluate the effectiveness

of workload sampling methodologies. We demonstrate its application in validating

regions of interest (ROIs) for long-running single-threaded, and multi-threaded

workloads.

2. We leverage previously proposed PinPoints [24] (for single-threaded programs)

and LoopPoint [8] (for multi-threaded programs) methodologies for ROI selection.

Both methodologies rely on profiling based on deterministic replay [77] for region

selection.

3. We also introduce sanity tests (detailed in Section 7.5.1) to assess reproducibility

and identify extreme deviations in control flow in program execution. For accurate

ROI validation, achieving identical control flow between the ROIperf run and the

profiling run used for ROI selection is essential.

4. We will open-source the ROIperf infrastructure for use in the community, enabling

the sample validation of large, realistic applications at near-native speeds, which

was not possible before.
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The rest of the chapter is organized as follows. In Section 7.2, we discuss the background

on workload sampling methodologies and techniques for sample validation. Section 7.3

presents the ROIperf methodology and implementation details. We then describe the

experimental infrastructure in Section 7.4, followed by an extensive evaluation of ROIperf

in Section 7.5 to demonstrate the applicability of the proposed methodology. Finally,

we present the related work in Section 7.6 and conclude the chapter in Section 7.7 with

some possible future directions.

7.2 Background

In this section, we provide a background on the existing workload sampling techniques,

particularly those leveraged in this chapter for sample selection. We also provide an

overview of previously proposed sample validation techniques.

7.2.1 Sample Selection Methodologies

SimPoint [20] and SMARTS [2] are two well-established techniques for sampling single-

threaded applications to accelerate simulation. SimPoint is a profile-driven methodology

that identifies representative regions for simulation, whereas SMARTS employs statisti-

cal sampling for fast simulation. We employ SimPoint to select representative regions of

single-threaded applications.

Accurately sampling multi-threaded workloads presents a significant challenge. Applying

naive extensions of single-threaded techniques directly proves ineffective due to factors

like thread interactions and spin-loops [31]. There are several techniques proposed to

sample multi-threaded workloads [8, 30, 32, 33, 34], each having its own limitations, as

discussed in Chapter 2. In this chapter, we evaluate LoopPoint [8] methodology that

applies to generic multi-threaded workloads. LoopPoint identifies regions bounded by

loop entries and can achieve high simulation speedups without compromising on sampling
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accuracy.

7.2.2 Sample Validation

Validating the representative regions identified for a large application can be tedious.

This typically requires the full simulation of the application and the representative re-

gions. While FPGA-based simulation infrastructures like FireSim [50] offer faster exe-

cution compared to traditional cycle-level software simulators, their turnaround time is

still not negligible. Moreover, the hardware implementation of each component within

the limited memory of the FPGAs is challenging.

Perelman et al. [21] propose a technique to select statistically valid representative regions

early in the application to reduce the fast-forward time to reach the simulation regions.

Gottschall et al. [250] propose SimPoint validation with TraceDoctor, an instrumentation

framework attached to FireSim. This technique can be used to validate SimPoints for

a RISC-V model running on FPGAs at high speeds. While significantly faster than

detailed simulation, it remains slower than hardware validation and is limited to FPGA-

based models.

7.2.3 Hardware Performance Counters

Modern microprocessors have special hardware registers called hardware performance

counters for monitoring various performance-related metrics [66]. These counters pro-

vide the ability to measure performance in real-time and are typically used by software

performance tools to measure metrics like the number of instructions executed, cache

misses, page faults, etc [251]. By measuring these metrics, performance tools can help

developers identify bottlenecks and other performance issues in their software. Because

these counters are built into the hardware, they are able to provide measurements of

performance-related metrics with very low overhead.
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7.2.4 Instrumentation using Pin

Pin [116] is a well-known dynamic instrumentation and analysis framework for x86 ap-

plications. It offers an application programming interface (API) for adding extra code

at various points within a program. The API differs based on the mode specified during

Pin initialization. Pin supports two modes: (a) a just-in-time (JIT) mode which trans-

lates the test program in memory and adds instrumentation during the translation, and

(b) a probe mode which merely patches an in-memory copy of the program with extra

code. The JIT mode API allows for sophisticated run-time analyses but at the cost

of translation overhead. The probe mode API is limited to adding extra code only at

specific program points, although the overhead of such an addition is very low. ROIperf

leverages Pin in probe mode due to its low overhead, which minimizes perturbation

during performance measurement of the target application.

7.3 Methodology and Implementation Details

This section describes the implementation details of the ROIperf methodology. We will

further present and compare the usage models of the methodology for single-threaded

and multi-threaded applications.

7.3.1 ROI Selection using Sampling

To select representative regions of interest (ROIs), we employ phase-based and loop-

based approaches. For single-threaded applications, we leverage the PinPoints method-

ology [24]. This method builds upon SimPoint methodology [20] where an application

is profiled to generate basic block vectors at every execution slice (indicating unit of

work), and the resulting vectors are clustered to identify multiple phases in the applica-

tion. A representative ROI is chosen for each phase, weighted proportional to the size

of the phase it represents. Similarly, we use LoopPoint methodology [8] to identify the
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representative ROIs of multi-threaded applications. LoopPoint demarcates application

regions based on loop iterations (instead of instruction counts) and clusters these regions

to select ROIs. The ROIs are then used to guide architectural simulations. However,

this approach relies on the assumption that the execution of ROIs can be reproduced

precisely during the simulation as they were during profiling.

7.3.2 ROI Specification

The evaluation using ROIperf considers program repeatability to ensure ROIs remain

representative. However, single-threaded programs can often exhibit non-repeatable be-

havior [77]. One of the main reasons for this behavior is the differences in the microar-

chitecture that are used for profiling and performance measurements. Other reasons

include changes in shared library versions and memory allocation patterns (load and

stack locations). To address this and maintain ROI validity, ROIperf enforces identical

shared libraries and memory allocation during measurement as observed during profil-

ing. For example, the loading addresses of the shared libraries and the starting address

of their stacks should remain the same. On Linux, this can be achieved by temporarily

disabling Address Space Layout Randomization (ASLR).

A single-threaded ROI can be simply represented by the retired instruction count at the

beginning and the end of the region. As long as regions are repeatable, ensured by using

fixed shared libraries and by turning off ASLR, capturing hardware performance counter

values at ROI boundaries is sufficient for performance projection (Figure 7.3) of single-

threaded programs. For single-threaded programs, an ROI can be represented by the

retired instruction count at the beginning and end of the region. Assuming repeatable

program execution (achieved through fixed shared libraries and similar microarchitec-

ture), capturing hardware performance counter values at ROI boundaries suffices for

This can typically be done globally by modifying /proc/sys/kernel/randomize_va_space, or on a
per-process basis by prepending the command line with setarch x86_64 --addr-no-randomize.



160 ROIperf: Rapid Validation and Iterative Tuning of Workload Sampling Methodologies

performance measurements (as shown in Figure 7.3). For multi-threaded programs, a

major source of non-repeatability is the timing and behavior of thread synchronization

[31, 73, 77]. Instruction counts are, therefore, not a reliable way to specify ROI bound-

aries. The LoopPoint methodology [8] guarantees ROI repeatability by selecting units

of work that begin and end at worker loop entries to avoid synchronization overhead

and ensure consistent behavior across executions. LoopPoint defines ROIs using pairs

of (PC, count), where PC represents the program counter address of the corresponding

worker loop entry and count signifies the number of loop iterations. This approach en-

sures the invariant nature of worker loops to establish reliable ROI boundaries across

executions.

7.3.3 ROI Handling in ROIperf

ROIperf aims to capture relevant hardware performance counter values at the bound-

aries of each region of interest (ROI). It achieves this by leveraging the Linux function

perf_event_open() to program specific hardware performance counters. The required

performance counters can be specified through an environment variable ROIPERF_-

LIST. This variable expects a comma-separated list of number pairs in the format

perftype:counter. Here, perftype indicates the counter type (0 for hardware, 1 for soft-

ware). The specific counter selection is based on values defined within the Linux header

file /usr/include/linux/perf_event.h. For example, the perftype:counter pair 0:0

corresponds to hw_cpu_cycles (hardware counter for CPU cycles), while 1:2 refers to

sw_page_faults (software counter for page faults).

ROIperf operates on an application along with its designated ROIs, as detailed in Fig-

ure 7.2. ROIperf utilizes two primary methods to program hardware performance coun-

ters: (a) sampled counting of retired instructions or program counters and (b) continu-

ous monitoring of performance counters specified with ROIPERF_LIST. The sampled

counting is programmed using an overflow value and a callback function. When using
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Figure 7.3: The high-level execution flow of an application using the ROIperf tool.
Upon program start, user-defined performance counters are initialized. Measurements
are then activated at the start of ROI and remain active until the end of ROI. Hardware
instruction counts or address (PC) counts are employed to identify the ROI.

instruction count-based ROIs, two counters monitor user-mode PERF_COUNT_HW_-

INSTRUCTIONS, with overflow values set to the start and end instruction counts of the

ROI. Upon overflow, the callback function triggers, capturing the current system-wide

time using the Read Time-Stamp Counter (RDTSC) and the values of all the perfor-

mance counters programmed for continuous monitoring (defined by the ROIPERF_LIST

environment variable). This continuous monitoring mode allows tracking performance

counters specified in ROIPERF_LIST alongside sampled counting. An illustration of

these various actions taken by ROIperf can be found in Figure 7.3.

For ROIs defined by program counter (PC) and count values, a different approach is

employed. Here, two counters with perftype set to PERF_TYPE_BREAKPOINT tar-

get the start and end PCs of the ROI. The overflow values are set to the corresponding

count values specified for the ROI boundaries. Similar to sampled counting, the callback

function upon overflow outputs RDTSC values and the values of performance counters

from ROIPERF_LIST.

Our experiments revealed a significant performance difference between the techniques for

programming performance counters used in ROIperf. While PERF_COUNT_HW_-

INSTRUCTIONS with overflow handling proved highly efficient across all tested x86

processors, PERF_TYPE_BREAKPOINT exhibited higher overhead. This overhead
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derives from the operating system trapping into the kernel on every execution of the

programmed PC to check for overflow using a software counter. This frequent trapping

can significantly perturb performance measurements, especially for ROIs with frequently

executed PCs.

To address this trade-off, we propose a hybrid approach for ROI specification. We rec-

ommend using PERF_TYPE_BREAKPOINT only for the ROI start, leveraging its

precise triggering mechanism. For the ROI end, we suggest employing a relative instruc-

tion count-based PERF_COUNT_HW_INSTRUCTIONS approach. This combination

prioritizes a precise start point while achieving faster monitoring for the ROI end (albeit

slightly imprecise, particularly for multi-threaded scenarios). Since ROIperf ultimately

focuses on the performance measurements between the start and end of the ROI, this

approach offers an acceptable solution.

ROIperf exhibits limitations when dealing with multi-threaded programs, as it focuses

on monitoring only the main thread (thread 0). Hence ROIperf starts hardware perfor-

mance counters for the core/processor where the main thread is running. Pin in probe

mode cannot monitor thread creation events. Consequently, there is no callback to

ROIperf when child threads are spawned during program execution. Therefore ROIperf

cannot monitor any children threads in a multi-threaded program. While ROIperf can-

not directly monitor child threads, the captured RDTSC values still reflect the total

execution time for the entire ROI, including the work done by child threads. This ap-

proach hinges on the assumption that the main thread remains active throughout the

ROIs, which means the counters specified using ROIPERF_PERFLIST will be counted

for the core/processor where the main thread is active.
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7.4 Experimental Setup

7.4.1 Workloads Used

We use two benchmarks for our evaluation, SPEC CPU2017 and NAS Parallel Bench-

marks (NPB). For our single-threaded evaluations, we use the rate version of SPEC

CPU2017 benchmarks using training (train) inputs and reference (ref) inputs. For our

multi-threaded evaluations, we use the multi-threaded subset of SPEC CPU2017 bench-

marks (speed version). These benchmarks can spawn several threads that synchronize

and share memory. We configure the benchmarks with eight OpenMP threads. We also

use NPB version 3.3 (OpenMP-based) for our multi-threaded evaluations that are con-

figured to Class C inputs with eight threads. We present the evaluation results for all but

dc (data cube) benchmark in the NPB benchmark suite as it generates a huge amount of

data. We use active thread wait-policy for evaluating the SPEC CPU2017 benchmarks,

which means that the threads spin (user-level) at the synchronization point, whereas

passive policy is used for the NPB benchmarks for which the threads go to sleep while

waiting for the other threads at a synchronization point.

7.4.2 Sample Selection

For single-threaded sampling, we use PinPlay-based profiling methodologies involving

the PinPoint [24] tool, derived from the SimPoint [20] methodology. We split the ap-

plication every 200 million instructions. We also use a maxk of 50 for k-means clus-

tering. For sampling multi-threaded applications that use eight threads, we use the

LoopPoint methodology [149] with default settings. We split the applications target-

ing multi-threaded regions of size 800 million global (all-threads) instructions, always

aligning with a loop entry. The regions are represented as basic block vectors (BBVs),

clustered using k-means clustering with a maxk of 50. PinPlay processing, especially
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logging, is quite expensive, and therefore, running region selection in a controlled envi-

ronment was not practical. Instead, region selection was done on machines with varying

microarchitectures and run-time libraries. But, in an ideal case, we are required to (a)

run all the experiments (region selection, simulation, ROIperf validation, etc.) on the

same microarchitecture and (b) package and reuse the system libraries so that we are

sure we control the simulation. For ROIperf-based evaluations, we chose two machines

with Broadwell and Skylake microarchitectures.

7.4.3 Simulators Used

We compare the effectiveness of ROIperf in sample validation against performance eval-

uation using simulators. For our experiments with the SPEC CPU2017 benchmarks,

we use an in-house simulator derived from Sniper [14], called CoreSim, for evaluations.

CoreSim allows for rapid yet fairly accurate simulation of x86 many-core systems that use

Intel SDE [227] as the simulation front-end. We configured CoreSim to simulate both

Intel Skylake [157] and Intel Cascade Lake [220] microarchitectures. We also use the

Sniper multi-core simulator [14, 252] version 8.0 (using Pin [116] front-end) for our eval-

uations with NPB benchmarks. We configured Sniper to simulate the Intel Gainestown

microarchitecture.

7.5 Evaluation

In this section, we aim to demonstrate the effectiveness of the ROIperf methodology

across different benchmarks.

7.5.1 Testing ROIperf Applicability

As discussed in Section 7.1, the repeatability of application results can be an issue for a

number of applications, both single-threaded and multi-threaded. For our evaluations,
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we selected the applications that were not prone to this issue. We devised a pre-test for

the applications for repeatability, which is two-fold:

1. Do the thread-0 instruction counts from the region selection and ROIperf runs

exhibit a close match?

The cases where we found a difference of more than 10% were ruled out from

ROIperf evaluations. This test works well for single-threaded applications. For

multi-threaded programs, where run-to-run variation is expected due to different

amounts of synchronization code, the instruction count test may not be adequate.

2. Are the regions described using (PC, count) specifications executed on the test ma-

chine?

We tested this with a Pin-based tool to report ROI start and end events based on

(PC, count) ROI specification. If the ROIs are not being executed, this implies

subtle control flow diversion between the region selection and ROIperf runs. Any

cases with a substantial number of ROIs missed were ruled out.

We demonstrate the ROIperf methodology using simulation-based region validation as

the base case and compare the prediction errors reported by the simulation to those

reported by ROIperf. ROIperf enables quick fine-tuning of sampling parameters for

existing sampled simulation techniques like SimPoint or LoopPoint. We perform this

study for relatively shorter train input for SPEC CPU2017 runs as the simulation of ref

inputs is otherwise not practical.

7.5.2 Evaluation of Single-threaded Applications

We use the rate setup from SPEC CPU2017 benchmarks. The binaries used were com-

piled using GCC to use the AVX vector instructions. The simulator used was, CoreSim,

an SDE-based simulator modeling an Intel Skylake processor. ROIperf evaluations were
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Figure 7.4: Sampling error in predicting cycles-per-instructions (CPI) for single-
threaded workloads from the SPEC CPU2017 suite using train inputs. The errors were
measured using both a cycle-level simulator and the ROIperf tool running on Broadwell
and Skylake hardware platforms.
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Figure 7.5: Sampling error in predicting the RDTSC values of the single-threaded
SPEC benchmarks using ref input.

done on two test machines, one with a Broadwell processor and another with a Sky-

lake processor. The region selection was done using the PinPoints methodology with a

slice-size of 200 million instructions and a maximum cluster count (maxk) of 50.

7.5.2.1 SPEC CPU2017 with train input

We first simulated the binaries running train input with CoreSim in two ways: (a) for the

entire program execution and (b) once each for each ROI selected by PinPoints (specifi-

cation based on instruction count). Prediction error for each benchmark was computed



7.5 Evaluation 167

using the simulated runtime, full program, and region projected. The longest-running

full-program simulation took five weeks to finish. We then used ROIperf using the exact

region specification and found prediction errors on two different test machines, one with

a Broadwell x86 processor and another with a Skylake x86 processor. We evaluated

ROIperf with the full-program and each region and computed prediction error based on

cycles-per-instruction (CPI) values reported as shown in Figure 7.2. The measurement

was repeated several times, and the average values were considered. The entire eval-

uation took a few hours, which is a significant improvement over the simulation-based

validation methodology. Figure 7.4 reports the prediction errors for simulation and

ROIperf-based validation. We see that while the absolute prediction error values differ,

the trends in prediction errors are the same between simulation-based and ROIperf-based

validation. This gives us confidence in using ROIperf as a much faster alternative to

simulation-based ROI validation.

7.5.2.2 SPEC CPU2017 with ref input

SPEC CPU2017 runs with ref input are much longer running compared to train input

runs. Simulation-based validation for ref input is therefore not practical as it would take

a number of months to finish full-program ref runs simulations with CoreSim. This is

where ROIperf-based simulation adds value. Since we are using native hardware as the

simulator, the evaluation times are much shorter. Figure 7.5 reports the prediction errors

for ROIperf-based validation of SPEC CPU2017 ref input runs on running Broadwell

and Skylake servers. ROIperf applicability testing (Section 7.5.1) revealed a significant

variation (>15%) in the instruction count between the native run on the test machine and

the profiling run. On the Skylake machine, all runs of 503.bwaves_r showed more than

50% difference between instruction count during profiling and during ROIperf run. We

observed the Skylake machine happened to have a different version of the math library

than the Broadwell machine, and the code executed on the two machines was quite
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different, as measured by the instruction mixes on both machines. Security updates often

add input checks that can lead to significant slowdowns. For example, the libm library

on the Broadwell machine uses an optimization that removed the canonical input check

from pow(), which led to a 2.4× reduction in the instruction count for 503.bwaves_r.

7.5.3 Evaluation of Multi-threaded Applications

Evaluating synchronizing multi-threaded applications can be quite challenging [31]. Tools

like PinPlay [3] offer deterministic analysis of multi-threaded applications. While using

ROIperf, we estimate the performance using native hardware. For multi-threaded evalu-

ation, we used the OpenMP subset of the speed version of SPEC CPU2017 benchmarks.

The regions of interest (ROIs) of the benchmarks were selected using LoopPoint method-

ology using the settings as described in Section 7.4.2.

7.5.3.1 SPEC CPU2017 with train input

Figure 7.6 shows a comparison between the RDTSC prediction error using ROIperf

and runtime prediction error using CoreSim. The ROIs were simulated on CoreSim

with Cascade Lake microarchitecture specifications. We use 8-threaded SPEC CPU2017

benchmarks that use train inputs for this evaluation. The benchmarks use active thread

wait policy. We can observe very similar trends in the estimation errors, especially for

applications like 627.cam4_s.1.

7.5.3.2 NPB using Class C inputs

We repeat the comparison of prediction errors from ROIperf and simulation for NAS

Parallel Benchmarks (NPB) Class C input size. Figure 7.7 shows the runtime prediction

errors obtained from simulation (Sniper:Gainestown), and prediction errors for user-level

hardware CPU cycles and RDTSC using ROIperf. Again the error bars show similar

The results shown here have been filtered to exclude these specific cases.
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Figure 7.6: A comparison of RDTSC estimation error using ROIperf and runtime
estimation error using CoreSim simulator. The benchmark suite is SPEC CPU2017,
and the benchmarks use 8 threads, train inputs, and active wait policy. The ROIs are
identified using LoopPoint methodology.
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Figure 7.7: A comparison of simulation-based prediction errors with ROIperf results
for both HW_CPU_CYCLES and RDTSC projections on a Skylake Server. We use
NPB benchmarks that use Class C inputs, 8 threads and passive wait policy.

trends which signify the reliability of the results obtained using ROIperf.

7.6 Related Work

The overhead of the Linux perf_event counter interface that ROIperf uses is described

in prior works [253]. ROIperf uses the self-monitoring interface as described earlier and

hence is prone to various overheads, namely overheads for performance counter starting,

reading, reading multiple times, and stopping. The paper suggests turning off dynamic
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frequency scaling to avoid affecting the RDTSC instruction results. We did that for our

test machines. They also suggest using static linking to avoid dynamic link overhead of

the read() system call used to read performance counters.

In PinPoints [24], simulation regions selected for SPEC2000 Itanium programs using

SimPoint [20] were validated against hardware performance metrics. For evaluation, a

JIT-mode Pin tool was used to run until the start of the ROI, determined by instruction

count. After detaching from the application, the remaining execution was profiled using

a performance monitoring Linux tool, sampling hardware performance counters at slice-

size intervals. Unlike PinPoints, ROIperf does not detach from the application. This

allows for more precise ROI boundary monitoring, especially when using (PC, count)

specifications. ROIperf also supports variable-sized ROIs for both single-threaded and

multi-threaded programs.

7.7 Conclusion

We introduce ROIperf, a technique to validate workload sampling methodologies. ROIperf

leverages hardware performance counters to validate the representativeness of chosen

samples, which can be used in several ways to study the workload characteristics, core

interactions, cache behavior, etc., without requiring a simulator. ROIperf facilitates the

validation of workload sampling methodologies for large-scale workloads like the SPEC

CPU2017 benchmarks with reference inputs. Our analyses show that the reproducibil-

ity of program behavior across multiple executions is a prerequisite for obtaining stable

measurements. Simulators provide a controlled environment for performance estimation

and, especially in the case of multi-threaded applications, control the thread progress.

ROIperf could be extended to support compatibility beyond specific hardware platforms,

particularly towards the increasingly heterogeneous nature of modern applications.



Chapter 8
Conclusion and Future Work

In this chapter, we present a summary of the contributions of this thesis and lay out the

potential directions for future work.

8.1 Conclusion

There’s no real ending. It’s just the place where you stop the story.

— Frank Herbert

The thesis explores novel techniques for efficiently evaluating the performance of post-

Dennard systems using sampling. We first proposed LoopPoint, a sampled simulation

methodology that significantly reduces the simulation time of large general-purpose

multi-threaded workloads. LoopPoint methodology is integrated with widely used mi-

croarchitectural simulators like gem5 and Sniper. A follow-up work, Viper, enhanced the

accuracy and speed of LoopPoint by considering the hierarchical structure of program

execution. LoopPoint is effective for microarchitecture-level simulations, while Viper is

suitable for finer granularity in RTL-level simulations. Both these methodologies are

applicable only to static workloads. Existing sampled simulation methodologies are con-
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sidered insufficient for assessing the dynamic nature of evolving architectures. These

architectures integrate several runtime optimization techniques at both hardware and

software levels to enhance system performance. We proposed Pac-Sim, which is de-

signed for dynamically optimized software and hardware by performing region selection

and analysis online. Pac-Sim accurately evaluates dynamically scheduled multi-threaded

applications, accounting for runtime performance variability. The growing need for high-

performance computing (HPC) and artificial intelligence (AI) has driven the adoption

of heterogeneous computing systems that integrate diverse processing cores like CPUs

and GPUs. However, evaluating the performance of these systems remains a significant

challenge, often requiring substantial time and resources. To address this, we intro-

duce XPU-Point, a novel methodology designed to identify representative regions within

heterogeneous CPU-GPU applications. While workload sampling techniques identify

regions of interest within applications, their performance is typically validated using

simulations, which can still be time-consuming. However, validating the performance of

a selected sample against the full application is crucial. To address this, we proposed

ROIperf, which leverages native hardware performance counters, providing a quick and

accurate method to validate the representativeness of the regions of interest selected for

long-running workloads.

8.2 Future Work

We can only see a short distance ahead, but we can see plenty

there that needs to be done.
— Alan Turing

In this thesis, we addressed the significant challenge that arises due to the performance

disparity between hardware and its corresponding simulators. This bottleneck signifi-

cantly hinders the design space exploration for increasingly complex systems.
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While workload sampling, explored in this thesis, offers a solution by focusing on rep-

resentative subsets of the workload, it represents just one direction for further research.

Future investigations to explore complementary techniques for faster simulation include

hardware emulation techniques, GPU-based simulations, analytical models, etc. We

outline a few such directions below:

1. The characterization of emerging real-world workloads presents a significant chal-

lenge. With the increasing complexity of these workloads, like those found in mo-

bile and data center environments, the methodologies proposed in this thesis may

be inadequate. While this thesis highlights the potential of Pac-Sim in evaluating

compute-intensive general-purpose workloads, its applicability to other domains,

such as cloud or mobile workload classes, is a promising area of research. Current

approaches to GPU and heterogeneous CPU-GPU sampling, while effective in con-

trolled settings, exhibit limitations when dealing with real-world scenarios, such

as over-subscribed GPUs, dynamic kernels, and multi-GPU configurations. Lever-

aging neural networks for program phase identification presents an alternative for

BBVs or other signature vectors. Their ability to learn from program structure

and runtime states allows for the effective characterization of application regions

independent of the underlying ISA.

2. Accelerating cycle-accurate simulations remains a crucial area of research. The

traditional simulation takes an extremely long time by simulating the entire work-

load on the CPU alone. One approach to speed up simulation involves leveraging

profiling tools to understand the control flow of the workload, which can be used to

optimize the datapath and parallelize the simulation of independent components

across GPUs. In a similar direction, simulating CPU-GPU workloads can be accel-

erated by offloading the GPU kernel simulation onto actual GPUs. However, this

approach may necessitate frequent CPU-GPU synchronization. Additionally, com-
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bining simulators with analytical models of traditional microarchitectural struc-

tures offers another potential for simulation speedups.

3. While sampled simulation addresses the problem of long simulation times, this

introduces the challenge of warming up the microarchitectural state. Traditional

CPU warmup techniques, such as statistical warming and checkpointing, are un-

available for GPU systems and heterogeneous CPU-GPU systems, whereas func-

tional warming would incur a significant amount of time to be spent on simulations

just for microarchitectural state reconstruction. Leveraging machine learning tech-

niques on statistical profiles of relevant memory access patterns, branch predictor

behavior, and prefetcher accesses could enable the development of sophisticated

microarchitectural warmup methods.

4. While application checkpointing and deterministic replay have been established

for CPU workloads, extending these techniques to heterogeneous CPU-GPU envi-

ronments presents a significant research opportunity. For CPU workloads, ELFies

offer a widely adopted solution for capturing application state through executable

checkpoints. However, ELFies do not capture the system state, and system-level

checkpointing techniques using QEMU are essential to capture the entire system

state for accurate full-system simulation.



He thought he kept the universe alone;

For all the voice in answer he could wake

Was but the mocking echo of his own

From some tree-hidden cliff across the lake.

Some morning from the boulder-broken beach

He would cry out on life, that what it wants

Is not its own love back in copy speech,

But counter-love, original response.

Robert Frost
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